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ABSTRACT
Recommender systems play a central role in online information con-
sumption and user decision-making by leveraging user-generated
information at scale to assist users in finding relevant information
and establishing new social relationships. Just as recommendation
techniques have become powerful tools that are inserted in most
social platforms, they could also involuntarily spread unwanted
content and other types of online harms. The same fundamental
concepts on which these techniques rely make them facilitators
of such unwanted diffusion. To increase the user-perceived qual-
ity of recommender systems and mitigating the negative effects
of the multiple forms of online harms, it is essential to provide
recommender systems with harm-aware mechanisms. To further
research in this direction, this Second edition of the Workshop on
Online Misinformation- and Harm-Aware Recommender Systems
(OHARS 2021) aimed at fostering research in recommender systems
that can mitigate the negative effects of online harms by fostering
the recommendation of safe content and trustworthy users, with
a special interest in research tackling the negative effects of the
propagation of harmful content referring to the COVID-19 crisis.

CCS CONCEPTS
• Information systems→ Recommender systems.
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1 INTRODUCTION
In recent years, there has been an increase in the dissemination of
false news, rumors, deception and other forms of misinformation,
as well as abusive language, incitements of violence, harassment
and other forms of hate speech, throughout online platforms. These
unwanted behaviours lead to online harms [6] which have become a
serious problem with several negative consequences, ranging from
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public health issues to the disruption of democratic systems [8].
While these phenomena are widely observed in social media, they
affect the experience of users on multiple online platforms. For
example, collaborative filtering approaches in e-commerce sites
are vulnerable to low-quality reviews, manipulation and attacks.
In this regard, Amazon has been criticized for allowing vendors to
promote white supremacist and anti-Semitic merchandise, which
can foster hate crime [7]. Moreover, PayPal monitors users’ transac-
tions to avoid providing services to users promoting hateful actions,
regardless of whether their activities are illegal [10].

In the last year, the COVID-19 pandemic generated an increased
need for information as a response to a highly emotional and un-
certain situation. Consequently, cases of misinformation linked to
health recommendations have been reported during the COVID-19
pandemic (for example, different media outlets, and even politicians,
recommended consuming hot beverages and chlorine dioxide for
preventing the disease), which undermines the individual responses
to COVID-19, compromises the efficacy of evidence-based policy
interventions, and affects the credibility of scientific expertise with
potentially longer-term (and even deadly) consequences [3]. At the
same time, actions were demanded to control the “tsunami” of hate
speech which is rife during the COVID-19 pandemic1.

Recommender systems play a central role in online informa-
tion consumption and user decision-making by leveraging user-
generated information at scale. As a result, they are affected by
different forms of online harms, which may hinder the accuracy of
predictions while, at the same time, become unintended means for
their spread and amplification. In fact, these systems have recently
gone under heavy criticism for promoting the creation of filter bub-
bles, which contribute to lowering the diversity of the information
users are exposed to and the social contacts they create [2]. Some
of these issues relate to the concepts and underlying assumptions
on which recommender systems are based. For example, the ho-
mophily principle according to which like-minded users have a
tendency to express an interest in the same items, might lead to
information that users are already likely to know or agree with,
contributing to the filter bubble effect. These assumptions can be
naïve and exclusionary in the era of fake news and ideological
uniformity [4]. In their attempt to deliver relevant and engaging
suggestions, recommendation algorithms are prone to introduce
biases [5], and further foster phenomena such as filter bubbles, echo
chambers and opinion manipulation. Similarly, users vulnerability
to misinformation and disinformation can be fostered by data, algo-
rithm and interaction biases [1], which contribute to limiting the
exposure of users to multiple and diverse points of view.

1https://news.un.org/en/story/2020/05/1063542
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To increase the user-perceived quality of recommender systems
and mitigating the negative effects of unwanted content and other
forms of online harms, it is essential to design and implement harm-
aware mechanism to be integrated into recommender systems. In
this regard, recommendation diversification techniques, model-
level disruption and explainability techniques could help users to
effectively identify the different forms of online harm and make
informed decisions regarding what they share and with whom they
interact, among other possibilities.

Following the first edition in 2020 [9], OHARS 2021 was the
second edition of the Workshop on Online Misinformation- and
Harm-Aware Recommender Systems2. In this second edition, the
workshop aimed at furthering research in recommender systems
that can circumvent the negative effects of online harms by promot-
ing the recommendation of safe content and users, with a special
interest in research tackling the negative effects of recommending
fake or harmful content linked to the COVID-19 crisis. The end
goal was to facilitate the discussion about the major challenges and
opportunities that will shape future research.

2 WORKSHOP FORMAT AND TOPICS
OHARS was organized as an interactive half-day workshop in con-
junction with RecSys 2021 hybrid event. The workshop programme
included short presentations and a keynote, with the aim of dis-
cussing on the different aspects of harm-aware recommender sys-
tems in relation to experiences from the practice of social computing
sciences (e.g., specific problems, conceptual models, use cases). The
workshop was organized with the aim of fostering the exchange
of experiences and research working from different fields but on
related problems. Contributions were invited in all topics related to
misinformation- and harm-aware recommender systems, focusing
on:

• Reducing misinformation effects (e.g. echo-chambers, filter
bubbles)

• Hate speech detection and countermeasures
• Online harms dynamics and prevalence
• Computational models for multi-modal and multi-lingual
harm detection and countermeasures

• User/content trustworthiness
• Bias detection and mitigation in data/algorithms
• Fairness, interpretability and transparency in recommenda-
tions

• Explainable models of recommendations
• Dataset collection and processing
• Design of specific evaluation metrics
• Applications and case studies of misinformation- and harm-
aware recommender systems

• The appropriateness of countermeasures for tackling online
harms in recommender systems.

• Mitigation strategies against coronavirus-fueled hate speech
and COVID-related misinformation propagation.

• Ethical and social implications of monitoring, tackling and
moderating online harms.

• Online harm engagement, propagation and attacks in rec-
ommender systems.

2https://ohars-recsys.isistan.unicen.edu.ar/

• Privacy preserving recommender systems.
• Attack prevention in collaborative filtering recommender
systems

We encouraged works focused on mitigating online harms in
domains beyond social media, such as effects in collaborative filter-
ing settings, e-commerce platforms, news-media, video platforms
(e.g. YouTube or Vimeo) or opinion mining applications, among
other possibilities. Works specifically analyzing any of the previous
topics in the context of the COVID-19 crisis were also welcome,
as well as works based on social networks other that Twitter and
Facebook, such as Tik-Tok, Reddit, Snapchat and Instagram.

OHARS accepted contributions in the form of research papers,
presenting novel contributions describing methodology and experi-
mental results (although possibly preliminary) in detail; position
papers, introducing novel points of view in the workshop topics
or summarizing research experiences; and practice and experience
reports, describing real-world scenarios that present harm-aware
recommender systems. In addition, submissions providing dataset
descriptions, public data collections that could be used to explore or
develop harm-aware recommender systems, as well as demo propos-
als of recommender systems to be demonstrated to the workshop
attendees, were welcome.

3 WEBSITE AND PROCEEDINGS
The workshop material (list of accepted papers, invited talks, and
the workshop schedule) can be found on the OHARS 2021 workshop
website at https://ohars-recsys.isistan.unicen.edu.ar. The proceed-
ings will be made publicly available. A special section of the Online
Social Networks and Media journal will consider extended versions
of selected papers from the workshop.
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