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ABSTRACT The presence of organisations in Online Social Networks (OSNs) hasmotivatedmalicious users
to look for attack vectors, which are then used to increase the possibility of carrying out successful attacks and
obtaining either private information or access to the organisation. This article hypothesised that organisations
have specific languages that their members use in OSNs, which malicious users could potentially use to carry
out an impersonation attack. To prove these specific languages, we propose two tasks: classifying tweets in
isolation by their author’s organisation and classifying users’ entire timelines by organisation. To accomplish
both tasks, we generate a dataset of over 15 million tweets of five organisations, and we apply language
dependant models to test our hypothesis. Our results and the ablation study conclude that it is possible to
classify tweets and users by organisationwithmore than three times the performance achieved by a traditional
ML algorithm, showing a substantial potential for predicting the linguistic style of tweets.

INDEX TERMS Social network services, Twitter, transformers, natural language processing, attack vector.

I. INTRODUCTION
Online Social Networks have become vital for many people
and organisations (companies, NGOs or political parties, for
example), providing them with new communication chan-
nels. Thanks to these new channels, an organisation can com-
municate with their members or clients, update them on the
latest developments and decisions, or use these platforms for
marketing purposes. Unfortunately, the increasing popularity
of these platforms has also attracted the attention of mali-
cious users who, from the beginning, have been committing
attacks against users, organisations, or the social networks at
large [1].

Even though the attacks are being carried out on
many social networks and using different methods,
the microblogging social network Twitter prevails as a plat-
form that receives a substantial amount as evidenced by
researchers [2]–[4], and the social network itself [5]. Fur-
thermore, a body of research in this direction has highlighted
the presence of such attacks, for example, by produc-
ing misinformation during the 2016 US election [6]–[8],
idea induction attacks during the Brexit campaign in the
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UK [9], [10] or attacks between different groups during the
Catalan referendum on October 1st, 2017 [11], among others.

As posited in this research, these attacks were in part pos-
sible thanks to malicious users’ involvement, usually referred
to as content polluters or trolls. These users are dedicated to
coordinate malicious actions against different ideas, organ-
isations or people within social networks. Malicious users
employ different techniques and strategies to amplify their
messages and actions, thus reaching more people [12], [13].

One of the strategies that malicious users employ to con-
duct influential and credible attacks against organisations is
infiltrating them by creating fake users with compelling fea-
tures. This technique aims to create trust bonds and links with
members of the attacked organisation by leveraging humans’
tendency to build homophilic connections [14]. Homophily
refers to humans’ tendency to relate and bond with those
similar to them according to characteristics such as personal-
ity, behaviour or taste; homophily can apply to a wide range
of dimensions, including gender, age, organisational role or
class. Therefore, malicious users could employ data extracted
from users profiles to create homophilic links with them.

For creating fake avatars, malicious users employ pro-
file pictures of real people or images generated by Gener-
ative Adversarial Networks (GANs) [15], [16], capable of
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generating reliable faces. They also use legit information in
their biography and post tweets related to the topics discussed
in the group they want to attack [4], [17]. Because of the use
of real information and topics related to the groups they want
to attack, malicious users can establish trust bonds and links
that can ease the attacks [1], [18].

We hypothesise that members of organisations use a spe-
cific language that malicious users may copy to impersonate
or create trust bonds to attack them on Twitter. These types of
impersonation attacks are common on social networks such
as Twitter and Instagram. On Twitter, the most famous case of
impersonation is that of Warren Buffett,1 in which an account
was created imitating his language and using his image and
biography. On Instagram, on the other hand, impersonations
are done by using photos of the target person to create an
account with the same characteristics as the original ones
and comment on posts to gain visibility and spread polluted
content [19].

Therefore, motivated by the latest attacks and works done
around security on social networks, we question whether
the common language among the organisation members can
present an attack vector for the organisation as a whole.
To this end, we proposed an analysis to determine if organ-
isations and their members use specific and distinguishable
languages to detect and prevent attacks against them using
these techniques.

A. OBJECTIVES AND CONTRIBUTIONS
To the best of our knowledge, this is the first study of social
media language to predict the organisation to which a Twitter
user belongs. We hypothesise that it is possible to know from
which organisation a user is by merely using the language
of their tweets. This hypothesis, in turn, enables tackling
our research question, which states that organisations have
specific languages.

To conduct the study, we divided the analysis into two dif-
ferent tasks: (1) classification of tweets in isolation to predict
the organisation its author belongs to (tweet-level), and (2)
classification of users by organisation by using their entire
timeline of tweets (user-level). First, we aim to demonstrate
that individual members consistently use a specific language
that links it to their organisations with the tweet-level task.
Second, with the user-level task, we want to demonstrate that
the specific language can also be inferred when using all of a
user’s tweets in aggregation. Based on this, we set forth two
key research questions that we tackle in this work:

• RQ1. Can the organisation of a social media user
account be determined by the aggregated content of their
posts?

• RQ2. Is each of the individual posts of a social media
user account indicative of the organisation to which they
belong?

1https://www.darkreading.com/analytics/anatomy-of-a-social-media-
attack/a/d-id/1326680

To tackle these two research questions, we create a dataset
composed of members of five different organisations. For
each of these organisations, we identify user accounts for
members with social media presence, and we retrieve Twitter
profiles and timelines of tweets for each of them. We address
the problem as a classification task, using two models that
leverage linguistic features of tweets to classify them and
compare their performances against a traditional ML algo-
rithm. The prediction performance of the employed models
needs to be above an established baseline to confirmRQ1 and
RQ2. We complement our study by conducting an ablation
study to analyse the different elements that a tweet may have
(hashtags, mentions and URLs) and how they contribute to
the classification.

The main contributions of the paper can be summarised as:

• The first study that classifies the specific language used
by members in different organisations on Twitter.

• An ablation study conducted on the elements of tweets
to determine the importance of each one in identifying
the belonging of the users to organisations.

• Classification of users and tweets with over 75 points
in F1-score, supporting the idea that organisations have
differentiated languages.

• A dataset with more than 15 million tweets and more
than 25,000 users of 5 different organisations.

II. RELATED WORK
Twitter users have been targets of attacks carried out by
malicious users that aim to gather private information
[20]–[22] or the promotion of their ideas [23], [24]. Attacks
on Twitter are usually conducted by avatars created by mali-
cious users that mimic human behaviour to impersonate real
people. Researchers in this area focused on creating frame-
works that, using features from Twitter users, can identify
if they are malicious users [25]–[28]. The authors of these
works use tweets to analyse the language of and characterise
malicious users on Twitter, which differs from our objectives
of analysing the language of potential targets. Language has
also been used to detect the promotion of misinformation or
idea induction campaigns on Twitter [23]. Authors of [29]
also discovered that malicious users change the style of their
posts, therefore, the language, to achieve different objectives.
These works show that language is an attack vector that
malicious users may use to attack users on ONSs.

A related line of research to ours is that looking at
the linguistic style-based text categorisation. In this task,
researchers try to classify texts according to their writing
style; similarly, we try to classify tweets and users in dif-
ferent organisations. As a first approach, authors of [30]
propose the classification of articles from 4 different news-
papers and magazines to demonstrate that the style of the
text was independent of the article’s topic. Later works pro-
posed the categorisation of text by author and genre using
intrinsic features from the analysed texts [31], [32]. It has
also been tried to combine corpus extracted from different
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platforms, social networks and movie review sites in this
case, to show that languages from different platforms can
help classify the authors of the posts more effectively in some
cases [33]. Finally, authorship identification has also been
employed in OSNs to help forensics in cases that require the
authorship identification for some post [34]. Derived from
these tasks, the PAN workshop2 focused on shared tasks on
digital text forensics and stylometry as an annual challenge
on authorship identification. Participants of this shared task
are invited to develop models to classify texts from authors
in 5 different languages using lexical, syntactical, structural
and content-specific features [35]. These works demonstrate
that the author’s style remains even when the topic of the
text changes. Whereas they are not focused on determining
group or organisation-specific language styles, they provide
encouraging evidence to support our hypothesis that language
differs across organisations.

A body of research has focused on generative adversarial
networks [36]; these can generate text from a corpus and
thus mimic tweets from different groups adapting to different
styles. An intersection between this technique and style
classification is given in the style transferring task [37]. This
idea aims to transfer the style from awriter or a text to another.
Works by Jhamtani et al. [38], and Carlson et al. [39]
propose different models to transfer Shakespeare style or
different bible versions styles to other texts, respectively.
Regarding our article, this idea may be used to adapt tweets
written by malicious users using the style from the organisa-
tion, helping the attacker to seem more like a legit member.
We believe that conducting this analysis will make organisa-
tions aware of the attack vector that their specific language
may represent.

III. DATASET
For our experiments, we selected five organisations from
different fields with many employees active on social media.
These organisations are:
• Organisation A is an NGO focused on humans’ rights.
• Organisation B is a multinational aerospace corporation.
• Organisation C is a multinational professional services
network.

• Organisation D is a political party.
• Organisation E is a multinational technology company.
As we can see, some of the organisations belong to dif-

ferent fields, whereas others are similar, such as the techno-
logical ones. We have selected these organisations to create a
complete dataset that includes both the differences between
sectors and the similarities between organisations.

A. DATA GATHERING
For each of the organisations under study, we collected data
from the Twitter accounts of their members. We used an
algorithm proposed in [40]. It was initially developed for
data collection from Facebook, so we adapted it to match

2https://pan.webis.de/

Algorithm 1 Organisational Mining Algorithm From [40]
Modified for Twitter. The Default Priority Is Set in 30
Input: A set of seed Twitter Usernames (S) of organisation’s

employees and a set of words related to the target organ-
isation, N

Output: A set of Twitter profiles with twitterid, name, user-
name, biography, followers and followings
Organisational Miner():

1: Q← Priority− Queue()
2: ∀UsernameεS ,Q.Enqueue(Username : 30)
3: Crawled ← ∅
4: NonRelatedUsers← 0
5: while (Q 6= ∅ & max(Q.Priority) 6= 1 &
NonRelatedUsers < 1000) do

6: Username← Q.Dequeue()
7: Page← DownloadTwitterProfileData(Username)
8: Crawled ← Crawled .append(Username)
9: if N in Page then

10: Connections← ExtractConnFromTwitter()
11: Connections← Connections− Crawled
12: for (Connection ε (Connections ∩ Q)) do
13: Increasepriority(Connection)
14: end for
15: for (Connection ε (Connections− Q)) do
16: Q.Enqueue(Connection,Priority : 1)
17: end for
18: CollectedPages.append(Page)
19: else
20: NonRelatedUsers++
21: end if
22: end while
23: return CollectedPages

the characteristics of Twitter. This algorithm (Algorithm 1)
requires a seed list of manually identified users U =

u1, . . . , un to start with, which have been identified as of the
organisation at hand. Then, for each seed user ui, it retrieves
their connections, i.e. followers and followees and checks if
they belong to the organisation by looking for a predefined
set of keywords on their Twitter biography, treating them
as members of the organisation if one keyword is found.
Subsequently, the algorithm continues with this process with
the following user in the queue, sorted using a priority degree
assigned by the times a user appears as a follower or followee
of the previously analysed users. Whereas the need for the
organisation name or a keyword to appear in the biography
of users may be a feature with limited availability and limit
the generalisability of the approach, the fact that we rely on
organisations with large numbers of members reduces the
impact of this issue.

For each organisation, we introduced 20 manually iden-
tified seed users and ran the algorithm for two weeks. The
number of users and tweets collected for each organisation
can be seen in Table 1.
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TABLE 1. Number of users and tweets per organisations. The last column
on the right indicates the number of tweets left per organisation after
applying the transformations explained in the last paragraph of
Section III to the tweets.

After two weeks, we stopped the algorithm and harvested
the maximum number of tweets for each user allowed by the
Twitter API, restricted to the last 3,200 tweets. The dataset is
available in Github.3

B. PREPROCESSING
Out of the tweets collected for each user, we filtered English
language tweets for consistency. We also removed the emojis
from tweets. Many works have improved the performance
of text classifying models by changing the emojis present
in the text by their contextual meaning [41], [42]. Neverthe-
less, we decided not to change the emojis for their meaning
to avoid modifying the original tweets. Furthermore, some
emojis may not mean the same in every context, for exam-
ple, when using irony, and thus, the automatic change of
these emojis may alter the meaning of the original tweet.
We also removed retweets and very similar tweets (e.g. dif-
fering only in a hashtag or a URL) due to their redundant
content. We removed all the mentions of their organisations
for the remaining tweets, intending to avoid direct mentions
of the ground truth label. The number of resulting tweets per
organisation can be seen in Table 1.

IV. RESEARCH METHODOLOGY
We propose the gathering and classification of tweets written
by members of the selected organisations (RQ2) and to pre-
dict users’ organisations by aggregating their tweets (RQ1)
by using a fine-tuned BERT model [43] and a CNN-based
model. We compared the results obtained by these two mod-
els against a Random Forest classifier as a baseline against
language models. Obtaining good results on both tweet and
user tasks will confirm specific organisational languages on
Twitter. As tweets may contain elements that could provide
external information to classifiers, such as hashtags, mentions
or URLs, we also conducted an ablation study removing those
components and evaluating their impact on the classification.

A. MODELS
We employed two models that rely on language features
(BERT and Multi-CNN) and a Random Forest classifier
as the baseline to conduct the text classification task. The
BERT-base model contains an encoder with 12 Transformer
blocks, 12 self-attention heads, and a size of 768 for the

3https://github.com/rubensancor/Organisation_language_twitter

hidden layers. Next, BERT takes an input of a sequence of
no more than 512 tokens and outputs the representation of
that sequence. Finally, BERT adds a final hidden layer with
the same size as the number of possible classification labels
and a softmax function for text classification tasks.

BERT is already pretrained for text classification; however,
fine-tuning needs to be conducted to adapt the model to a spe-
cific task. Therefore, we followed a strategy proposed in [44]
consisting of unfreezing several hidden layers and training
the model before running the tests. We tested unfreezing
several layers starting from the end to obtain the best results
for this task. Finally, we selected the last three layers and
the classification layer for training as they obtained the best
results in the test. For the implementation of BERT, we used
the PyTorch version of the Transformer library developed by
HuggingFaces available on GitHub4

The second language dependant model employed for this
task is called Multi-CNN. We opted to use convolutions
because of the capacity that they have proved to solve text
classification tasks [45], [46] and also those related explicitly
to tweet classification [47], [48].

FIGURE 1. Plot of the multi-CNN model.

The model receives the tweets with a fixed size of
D × 300 (blue layer in Figure 1), with being D the length
of the most extended tweet in the batch and 300 the size of
the embeddings. Next, tweets are fed into the convolutional
neural networks (orange layers in Figure 1). This network is
composed of two different convolutions with region sizes of
8 and 9, respectively. As stated by [49], the use of multiple
filters are recommended to learn complementary features
about the analysed text. Therefore, each convolution produces

4Transformers codebase: https://github.com/huggingface/
transformers
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200 filters to which the activation function is applied, in this
case, ReLu. The result of each convolution is a vector of
B × 200, being B, the number of tweets introduced to the
convolution. Each convolution is followed by a ReLu func-
tion and a max-pooling layer to reduce the dimensionality of
the data [50] (red layers in Figure 1). We used max-pooling
as it has been proved the best approach for natural language
processing tasks [49]. Finally, these two vectors produced
by the convolutional layers are concatenated into a vector of
B × 400 that contains the information extracted from both
convolutions.

After the concatenation, the vector is fed two times to a pair
composed by a fully connected layer with ReLu activation
followed by a dropout [51] rate of 0.5374 to prevent the
overfitting of the network (green and grey layers in Figure 1).
The fully connected layers have 849 and 282 neurons, respec-
tively. Finally, we applied a logarithmic softmax that com-
putes the probability distribution of each label for the tweet
(purple in Figure 1). We used the categorical cross-entropy
loss function to train thismodel as it supportsmulti-class clas-
sifications, and it is the most common function for this type of
problems. For the optimiser, we used Adam, with the default
parameters, as it is the state-of-the-art in optimisations for
Deep Learning models as it slightly outperforms the others.
The hyperparameters values and the size of the convolutions
and the fully connected layers were decided after running a
hyperparameter optimisation algorithm.

Finally, we proposed the use of traditional machine
learning algorithms as the baseline for the experiments.
We decided to use algorithms that are not language focused
on proving that language-focused models can classify users
and tweets better by focusing on language characteristics and
that the tweet elements are not the main features to classify
them as this baseline does not obtain good performance even
when they are in the tweets. For the experiments conducted
in this article, we used four different algorithms: K-Nearest
Neighbour [52], Multi-Layer Perceptron [53], Random For-
est [54] and Support Vector Classifier [55]. Although we
conducted the experiments proposed below with all of them,
we only reported the results of the one obtaining the best
performance, Random Forest in this case. To feed the text
data into the classifier, we tokenised the tweets using the
BERT-tokenizer explained before and ran the algorithm using
the default parameters provided by SciKit.

B. EVALUATION
To evaluate the hypothesis that the organisations have spe-
cific languages, we divided the experimentation into two
tasks: tweet-level (RQ1) and user-level (RQ2) classification.
Although both tasks aim to classify tweets using the model
presented above, each of them solves the proposed hypothesis
partly. As previously said, this division responds to the need
for both to be correctly resolved to claim that organisations
have a specific language. Thus, on the one hand, the proper
classification of the tweet-level task allows us to identify
that the languages among the five selected organisations are

distinct. However, on the other hand, good results in the
user-level task show us that the specific language is shared
among all the organisation members.

The tweet-level experiment aims to analyse if the lan-
guages from the tweets of the different companies are
distinguishable by the employed models. Therefore, we bal-
anced the total tweets from each organisation for this exper-
iment, considering the one with the least amount of tweets
(390,985 tweets per organisation). Therefore, classifying the
tweets with better results than the baseline will mean that
there is a common language among the members of the same
organisation.

Furthermore, the user-level experiment aims to clarify
whether the language detected by the employed models is
independent of users and corresponds to the language of a
specific organisation. For this experiment, we grouped the
tweets produced by each user to avoid having tweets of the
same user in the training and testing subsets. To balance
the tweets per user and the users per organisations, we took
100 tweets from each user and selected the minimum number
of users specified by the organisation with fewer users.

In order to evaluate the used models in both of the tasks,
we split the datasets into three different subsets. The training
subset represents 70% of the whole data, the validation subset
represents 10%, and the testing subset represents the remain-
ing 20%. For the tweet-level experiment, the splits are done
randomly, taking into account all available tweets. Instead,
the split in the user-level experiment is done by each user,
so all the tweets produced by one user are in one subset.

We divided our datasets into three subsets because we
employed early stopping to stop the training when it starts
to over-fit. After each training iteration, the model is tested
with the validation set, obtaining a loss metric and saving the
models actual state. Each iteration that loss is compared with
the previous one, and when it increases instead of decreasing
a limited amount of times (2 in our experiments), the training
phase is stopped. Then the test subset is used to test the
model’s performance as it has remained unseen until this
phase.

We also conducted an ablation study on the tweets. This
study helped us analyse the importance of each element in the
classifications tasks and demonstrate that the organisation’s
specific language is independent of these elements. Tweets
are composed of many elements that help users interact or
add more information to the tweet. The elements analysed in
this study will be:
• Mention: mentions are used to name other users from
Twitter using their usernames (@username). In our anal-
ysis, members of the same organisation will usually
mention similar users, adding them to the specific lan-
guage of the organisation.

• Hashtag: hashtags are used to index keywords or topics
on Twitter using the key character # (#hashtag). Mem-
bers of the same organisations will probably use the
same hashtags to talk about company topics introducing
them to the specific language of the organisation.
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• URL: URLs are used to link to external pages as usual.
Organisations could use this element to link to similar
pages helping to create the specific language of the
organisation. The problem regarding URLs in Twitter is
that the OSN shortens them, so the name is changed.

We created a dataset for each combination of none, one or
two elements for evaluating each element. Then, we followed
the same methodology explained in this section to calcu-
late the model’s performance for each dataset. The results
obtained for the ablation study can be seen in tables 3a and
3b and will be discussed in the next section.

Furthermore, we realised that several tweets in our dataset
might contain the name of the organisation and, therefore,
the labels in which the model must classify the tweets.
To ensure that the model does not learn the names of the
organisations to classify the tweets, we replaced them with
a unique token. The results of these experiments are shown
in Tables 3a and 3b.

We computed the macro F1-score, precision, recall, and
accuracy for the experiments conducted in this manuscript.
These metrics allow us to know how accurate our classifier
is and how robust it is to errors. In the Tables 2, 3a and
3b we reported the metrics for the experiments conducted
in the main experiments and the ablations studies. All the
experiments ran in an NVIDIA QUADRO RTX 8000.

TABLE 2. Results of the tweet-level and user-level experiments with
unprocessed tweets.

V. DISCUSSION
After running the general experiments and analysing
the results, we can ensure that we found the answer to the key
research questions proposed in the first section of the
manuscript RQ1 and RQ2. As we can see in Table 2,
the BERT model achieved more than 75 points in macro
F1-score in both experiments and achieved substantially bet-
ter results than the Random Forest Classifier, which does not
use the language features. Based on the accuracy and the
F1 score obtained in the experiments, we can assure that most
users use a language with more similarities with their peers
than with the rest. We also wanted to analyse if the classifier
relies on mentions, hashtags or URLs to classify the tweets.

To analyse how the classification between the different
organisations has been, we have extracted a confusion matrix
from one experiment carried out at tweet level (Figure 2).
We can see that E is the organisation in which most errors are
centralised when predicting the others. We hypothesise that
this may be because E is the largest organisation of all, and it
may be that its users usually variate in their language or talk
about very diverse topics that attract the classification of users

FIGURE 2. Confusion matrix of tweet-level experiments with the
Multi-CNN model.

from other organisations. On the other hand, organisation A
is the one that accumulates more errors, so it could mean that
their language is not as specific as we thought or that in the
tweets selected for the test part, the specific language was
not as used as in the train tweets, nevertheless, the results are
promising.

The experimentation was divided into two tasks to answer
the key research questions proposed and ensure that the lan-
guage used was common to all the organisation members.
First, the tweet-level detection task allows us to analyse the
tweets individually and detect a language common to all, thus
answering RQ1. However, with this approach, the model may
focus on specific user styles and forget about the language’s
style as a whole. To alleviate this problem, the task of user
classification was posed. In this second task, the tweets are
grouped by user, so themodel analyses them together, looking
for similarities between users and looking for a common
language between them, therefore answering RQ2.

Analysing the ablation study conducted to the tweets,
which results are presented in Tables 3a and 3b, we can see
how the different combinations of tweet elements affect the
classification. Both tweet-level and user-level experiments
follow the same importance scale for the tweets’ elements
with subtle differences. Comparing the model’s performance
when using only one element in the tweets, we can see that
mention is the most important for the classification. This
element is used to cite accounts or follow conversations with
other users, thus creating higher homophily bias. In our opin-
ion, mentions contribute significantly to the classification
because users of the same organisation talk to each other or
quote the same accounts when tweeting. URLs and hashtags
are also helping the model achieve better results, but as we
can see in the presented tables, they need to be combined
with others to improve the performance. Hashtags are used to
attach tweets to conversations or topics, and the words used
in the hashtags may help the classifier detect words in the
specific language of an organisation. URLs are used to link
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TABLE 3. Results of the experiment conducted in the ablation study performed on the elements of the tweets in (a) tweet-level experiment and
(b) user-level experiment.

external webs with the possibility that several members of the
same organisations link the same web pages.

Regarding the experiments conducted with two elements
on the tweets, it can be seen that the hashtags with the
mentions perform better than the other combinations in both
experiments. This is because this combination involves two
elements that may represent keywords for the model. For
example, if a user is always mentioned by members of the
same organisation or a hashtag is continuously used by these
members, those words would represent a part of the organi-
sation’s specific language.

The ablation study supports the idea that the language of
the organisations is not only composed of the tweet elements.
Although, using the elements for the classification enhances
the performance of the model. The results obtained when
replacing all of them, including the organisations’ names,
demonstrate that the specific language of the organisations
is inherent to the elements from Twitter and can be distin-
guished without them.

Going back to the proposed hypothesis that organisations
may have specific languages that their members use on

Twitter, we could say that our research strongly supports it by
classifying both tweets and users under different conditions
with good results. This finding may have a theoretical impact
on future researches related to Twitter attack prevention by
generating an attention focus on the language of communities
and organisations on Twitter in addition to the language of
individuals. Furthermore, through the dataset published in
the manuscript, we aim to contribute to the implementation
or refinement of systems that aim to detect malicious users
before they attack organisations on social networks.

VI. CONCLUSION AND FUTURE WORK
In this work, we proposed that language may represent an
attack vector usable by malicious users to conduct imperson-
ation or infiltration attacks against organisations on Twitter.
For its verification, we gathered tweets from members of
five different organisation with a presence on Twitter. Sub-
sequently, we divided the experimentation into two tasks to
ensure that the classification was beingmade by language and
not by other factors, such as the style of a unique person. For
the experiments, we employed state-of-the-art models for text
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classification that obtained almost 75% of accuracy in both
tasks.

We also conducted an ablation study to analyse which of
the elements present on a tweet offer more information about
the organisation to whom its author is a member. Besides
confirming that mentions and hashtags are the most crucial
elements to classify tweets, we confirmed that the selected
organisations’ specific languages might be classified without
relying on these elements. Furthermore, the successful results
obtained by our algorithm when we changed all the tweet
elements and the name of the organisations for tokens show
that members of the same organisation share an inherent
writing style that is independent of hashtags, mentions and
URLs. Thus, with the experiments conducted in this article,
we can ensure that organisations have specific languages on
Twitter.

Therefore, we aim to generate artificial tweets based on
actual tweets from a single organisation to test if the classifier
can differentiate them from real tweets in our future work.
We also want to verify if the algorithm proposed in this
manuscript can classify the artificial tweets in the correct
organisation. The final objective is to train a model to detect
tweets artificially created to infiltrate organisations and stop
possible attacks from malicious users.
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