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Abstract

The advancement of machine learning and symbolic approaches have underscored their strengths and weaknesses in Natural Language Processing (NLP). While machine learning approaches are powerful in identifying patterns in data, they often fall short in learning commonsense and the factual knowledge required for the NLP tasks. Meanwhile, the symbolic methods excel in representing knowledge-rich data. However, they struggle to adapt dynamic data and generalize the knowledge. Bridging these two paradigms through hybrid approaches enables the alleviation of weaknesses in both while preserving their strengths. Recent studies extol the virtues of this union, showcasing promising results in a wide range of NLP tasks. In this paper, we present an overview of hybrid approaches used for NLP. Specifically, we delve into the state-of-the-art hybrid approaches used for a broad spectrum of NLP tasks requiring natural language understanding, generation, and reasoning. Furthermore, we discuss the existing resources available for hybrid approaches for NLP along with the challenges and future directions, offering a roadmap for future research avenues.
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1. Introduction

The field of machine learning has witnessed remarkable progress over the past few decades achieving human-level performance in various Natural Language Processing (NLP) tasks. Large language models, in particular, have garnered global attention in the last couple of years, captivating not only the NLP community but also integrating into the daily routines of numerous professionals (Min et al., 2023). Meanwhile, symbolic methods have seen significant advancements in representing human cognitive capabilities and knowledge-rich data enabling it to be more interpretable and comprehensible (Dale, 2000). However, these two main pillars of computer science research possess their own set of advantages and disadvantages.

Machine learning approaches are stronger in learning patterns and relationships in data via optimization strategies. However, they often fall short in capturing and interpreting the factual knowledge required for most downstream NLP tasks. Instead, they attempt to mimic the facts and knowledge present in the training data (Pan et al., 2023). This hinders both traditional machine learning approaches and deep learning methods from achieving high performance in knowledge-intensive tasks. Further, recent studies (Petroni et al., 2019) have demonstrated that even robust large language models trained using vast amounts of training data and parameters suffer from hallucinations generating non-factual responses (Zhang et al., 2023b). This raises significant concerns regarding the trustworthiness of such expensive large language models. Similarly, symbolic methods are stronger in resembling human cognitive abilities by explicitly capturing the knowledge required for a task. On the other hand, symbolic methods have shown poor learning skills compared to machine learning approaches, especially in handling dynamic data and generalizing the knowledge beyond training data (Pan et al., 2023).

Recent focus has been turned into bridging the gap between machine learning approaches and symbolic methods to overcome the limitations of both when applied independently while retaining their strengths (Zhu et al., 2023). This hybrid approach enables the statistical methods to utilize knowledge-enriched input data to improve the inference with external knowledge and to produce interpretable results. At the same time, symbolic methods are empowered with statistical learning to incorporate semantic knowledge and generate generalized knowledge representations. In particular, the combination of deep learning and symbolic methods has paved the way for a new
research era called Neuro-symbolic methods (Hamilton et al., 2022) aiming to develop trustworthy and interpretable NLP solutions. Furthermore, recent studies (Sarker et al., 2021) have shown, that neuro-symbolic solutions gain benefits in four key research aspects including interpretability, generalization to handle both small training data and out of distributions, and error recovery due to aggregated advantages of both deep learning and symbolic methods. This has drawn the attention of the artificial intelligence research community to develop effective hybrid solutions to solve various real-world problems.

The field of NLP has also begun to embrace hybrid techniques to develop effective real-world solutions. Especially, the existence of a larger number of textual knowledge bases has aided the rapid adoption of hybrid techniques over the past few years. Further, the representation of natural language is inherently a symbolic representation, hence the emergence of this new field, Hybrid NLP, is an unsurprising development within the field of NLP. Inspired by this rapidly progressing research paradigm, this survey presents an overview of the literature on hybrid approaches that combine machine learning techniques and symbolic methods for NLP. Specifically, we address the following research questions in this survey.

- What are the hybrid techniques used in different NLP tasks requiring Natural language understanding (NLU), Natural language generation (NLG), and Natural language reasoning (NLR)?
- What are the recent developments in the adoption of hybrid approaches for NLU, NLG, and NLR tasks?
- What kinds of symbolic representations and corresponding resources are used in the literature for the development of hybrid solutions in NLP?
- What are the challenges faced during the adoption of hybrid solutions to the field of NLP?
- What are the immediate future research directions involving hybrid NLP?

Figure 1 depicts the NLP applications discussed in this survey.

The closest study of our survey paper was presented by Zhu et al. (2023) during a recent tutorial. The authors briefly introduced the knowledge augmentation methods used for NLP. Apart from this study, many survey articles
have focused on a particular aspect of machine learning (e.g. large language models (Safavi and Koutra, 2021; Hu et al., 2023; Yin et al., 2022; Pan et al., 2023)) or symbolic methods (e.g. knowledge graphs (Schneider et al., 2022)) or a particular NLP task (e.g. text generation (Yu et al., 2022b)) employing hybrid solutions. Further details on the related surveys are discussed in Section 7. To the best of our knowledge, none of the existing studies present the hybrid approaches used for NLP tasks in a wider outlook. Specifically, we discuss state-of-the-art hybridization techniques combining machine learning and symbolic methods for a wide range of NLP tasks requiring, NLU, NLG, and NLR. For each NLP task, we analyzed the research articles retrieved using the keywords *Symbolic methods, Neuro-symbolic, Knowledge-augmented, Knowledge-enriched, Knowledge-aware*, and *Knowledge base* along with the task name in Google Scholar, as well as other articles related to or citing those. After an in-depth analysis of research articles published during the past 6 years (2018 - 2023), we chose the state-of-the-art hybrid approaches used for each NLP task, and present them in this survey paper. Articles were selected for inclusion in the survey based on relevance to the use of hybrid approaches.

Figure 2 shows the trend on the number of publications retrieved using the
keywords Knowledge-augmented NLP, Knowledge-enriched NLP, Knowledge-aware NLP, Neuro-symbolic NLP\textsuperscript{1}. This shows the surge of interest in the topic of Hybrid NLP, which in turn motivates our survey detailing the current research trend in this topic and the potential future directions.

The remainder of the paper is organized as follows. Section 2 introduces the background knowledge required to understand the rest of the paper. State-of-the-art hybrid approaches proposed in the literature are presented in Section 3, Section 4, and Section 5 focusing on three fundamental objectives of Natural language processing, NLU, NLG, and NLR respectively. Section 6 discusses open challenges in the development of hybrid approaches. We discuss related survey articles as well as how they differ from ours in Section 7. Further, we detail future directions in Section 8. Finally, we conclude this review in Section 9 along with a discussion of possible future directions.

2. Background

This section introduces machine learning and symbolic methods, and the latest advancements in both fields. Further, we define the term hybrid approaches with respect to the context of this review.

\textsuperscript{1}https://www.dimensions.ai/
2.1. Machine Learning

Machine learning has a long history of development, especially in NLP with the transformation from statistical models such as Naive Bayes classification, Hidden Markov models, Support Vector Machines, and Logistic regression to powerful neural models. Specifically, the transformers (Vaswani et al., 2017) proposed in 2017 was a breakthrough in the evolution of neural architectures. The model comprised layers of encoders and decoders with multi-headed attention, enabling them to be very effective and powerful in sequence transduction tasks. Later, the architecture was explored by other researchers to introduce several influential models, resulting in a family of transformer models. Some of the notable models include BERT (Bidirectional Encoder Representations from Transformers) (Devlin et al., 2019), GPT (Generative Pre-trained Transformer) (Radford and Narasimhan, 2018), BART (Bidirectional Auto-Regressive Transformers) (Lewis et al., 2020), and their variations such as RoBERTa (Liu et al., 2019b), XLM-r (Kalyan et al., 2021), Sentence-BERT (Reimers and Gurevych, 2019). Often these pre-trained models are fine-tuned with limited training data to achieve state-of-the-art performance in various fields related to machine learning, including NLP.

2.2. Symbolic Methods

Similar to how humans treat words and sequences of words for communication, symbolic methods simulate this cognitive behavior, by considering entities referred to as symbols to refer to the basic unit of information in a symbolic system. The symbols can be obtained from different data structures and processed to produce new symbols (Hoehndorf et al., 2017). Numerous symbolic representations have been used to explicitly capture the knowledge. The following are some of the notable symbolic representations apart from the general graph structure.

- Knowledge base (KB) - Knowledge base refers to a collection of items usually associated with an in-built index, mapping the index to items (Zouhar et al., 2022). The item can be either structured or unstructured conveying a piece of information in any mode. Wikipedia\(^2\) is an

\(^2\)https://www.wikipedia.org/
example of a knowledge base with a semi-structured collection of documents. Knowledge graphs and ontologies, discussed in what follows, are examples of structured knowledge bases.

- Knowledge graphs (KG) - KG stores inter-related factual knowledge of entities in a directed labeled graph. The nodes represent the entities and the edges denote the relationship between the two entities. This enables the retrieval of information about entities from a knowledge graph in the form of a triplet, \( \text{head entity, relationship, tail entity} \) (Pan et al., 2023). Figure 3a shows an example of entities and their relationship from Wikidata5M KG.\(^3\) Table 1 summarizes the knowledge graph types used in the literature.

- Ontologies - Ontologies are referred to as a formal, explicit specification of a shared conceptualization. They store concepts and their relationship (e.g. hypernyms) in a graph structure, and serve as the basis for KGs. Some of the well-known ontologies include WordNet (Fellbaum, 2010), Probase (Wu et al., 2012), and FrameNet (Baker et al., 2003). Figure 3b shows an example from the WordNet ontology\(^4\).

- Rhetorical Structure Theory (RST) graphs - RST describes the organization of natural text and the relationship between their parts. The text structure is identified as a tree, explaining the transition point of the relations and the extent of the relation (Hou et al., 2020). The construction of the RST graph is referred to as RST parsing, which involves the identification of roles for different granularity of text (phrases, sentences, paragraphs, and collection of paragraphs). Figure 3c shows an example of RST graph (Hou et al., 2020).

2.3. Hybrid Approaches

The term hybrid is used often in the scientific domain referring to the synergization of two aspects for solving a problem. Especially the following scenarios are considered as hybrid in computer science research.

\(^3\)https://deepgraphlearning.github.io/project/wikidata5m
\(^4\)https://lexicala.com/review/2020/mccrae-rudnicka-bond-english-wordnet/
Figure 3: Examples for KG, Ontology, and RST Graph.
Table 1: Summary of Knowledge Graph Types.

<table>
<thead>
<tr>
<th>Type</th>
<th>Example</th>
<th>Notable Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encyclopedic KG</td>
<td>WikiData (Vrandečić and Krötzsch, 2014)</td>
<td>Constructed from Wikipedia</td>
</tr>
<tr>
<td></td>
<td>Freebase (Bollacker et al., 2008)</td>
<td>Stores more structured Wikipedia data</td>
</tr>
<tr>
<td></td>
<td>Wikidata5M (Wang et al., 2021)</td>
<td>Combines WikiData and Wikipedia via entity linking</td>
</tr>
<tr>
<td></td>
<td>Dbpedia (Auer et al., 2007)</td>
<td>Constructed from Wikipedia and links other KBs</td>
</tr>
<tr>
<td></td>
<td>YAGO (Suchanek et al., 2007)</td>
<td>Constructed from Wikipedia, GeoNames, and WordNet</td>
</tr>
<tr>
<td></td>
<td>NELL (Carlson et al., 2010)</td>
<td>Derived from web content</td>
</tr>
<tr>
<td>Commonsense KG</td>
<td>ConceptNet (Speer et al., 2017)</td>
<td>Covers a wide range of commonsense concepts</td>
</tr>
<tr>
<td></td>
<td>ATOMIC (Sap et al., 2019)</td>
<td>Covers everyday commonsense inferential knowledge</td>
</tr>
<tr>
<td></td>
<td>ATOMIC$_{20}$ (Hwang et al., 2021)</td>
<td>Covering social, physical, and eventive aspects of everyday inferential knowledge</td>
</tr>
<tr>
<td></td>
<td>ASER (Zhang et al., 2020b)</td>
<td>An eventuality KG, with events as nodes and discourse relations as edges</td>
</tr>
<tr>
<td></td>
<td>TransOMCS (Zhang et al., 2020a)</td>
<td>Derived from ConceptNet and ASER</td>
</tr>
<tr>
<td></td>
<td>CausalBanK (Li et al., 2021)</td>
<td>Covers commonsense related to causal</td>
</tr>
<tr>
<td>Domain-specific KG</td>
<td>UMLS (Bodenreider, 2004)</td>
<td>Specific to medical domain</td>
</tr>
<tr>
<td></td>
<td>Finance KG (Liu et al., 2019c)</td>
<td>Specific to finance domain</td>
</tr>
<tr>
<td></td>
<td>Geo KG (Zhu et al., 2017)</td>
<td>Specific to geology domain</td>
</tr>
<tr>
<td></td>
<td>BKG Huo et al. (2022)</td>
<td>Bibliography KG</td>
</tr>
<tr>
<td>Multimodal KG</td>
<td>IMGpedia (Ferrada et al., 2017)</td>
<td>Incorporates both text and image of DBpedia resources</td>
</tr>
<tr>
<td></td>
<td>MMKG (Liu et al., 2019a)</td>
<td>Incorporates both text and image of Freebase entities</td>
</tr>
<tr>
<td></td>
<td>Richpedia (Wang et al., 2020b)</td>
<td>Incorporates both text and image of WikiMedia entities</td>
</tr>
</tbody>
</table>
- Hybrid models - Combining different types of models or architectures to solve a problem, e.g. integrating statistical machine learning approaches with deep learning, combining two types of deep learning models such as Long short-term memory (LSTM) network and Convolutional Neural Network (CNN). Hybrid models are often used to overcome the limitations of individual models via integration.

- Hybrid systems - Combining multiple solutions to solve a single goal, e.g. classifying items and clustering the items classified as relevant for the primary task. Hybrid systems are often employed to achieve multiple objectives in pursuit of a primary goal.

- Hybrid data - Combining different types of data (e.g. different data structures, different modalities, different data sources) to achieve a common goal. Hybridizing data gives access to rich sources of information to solve the problem. However, the challenge in handling hybrid data escalates and requires more techniques to retrieve and process the hybrid information.

In this survey, we focus on the synergization of machine learning and symbolic methods for natural language processing as hybrid approach, and the hybridization of these two techniques may lead to hybrid models or systems or data. Figure 4 summarizes the machine learning approaches, symbolic methods, and hybrid approaches discussed in this paper.

Compared to the other two hybridization settings, hybrid data is a widely used technique for injecting symbolic representation into machine learning models. The knowledge bases can be directly queried using searching techniques such as Elastic search or can be linked using techniques such as entity linking (Schneider et al., 2022) and keyword matching. The retrieved information can either be directly injected into machine learning models or transformed into vector representations. The pre-trained language models and topic models can be used to obtain vector representation for textual information retrieved from knowledge bases. Similarly, graph embedding techniques can be used to generate vector representations for nodes and edges retrieved. Table 2 presents the graph embedding techniques used in the literature.

---

5https://www.elastic.co/
Figure 4: Summary of Machine Learning Approaches, Symbolic Methods, and Hybrid Approaches

Table 2: Graph Embedding Techniques.

<table>
<thead>
<tr>
<th>Type</th>
<th>Example</th>
<th>Applicable Knowledge Base</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tensor factorization methods</td>
<td>RotatE (Sun et al., 2019)</td>
<td>KG</td>
</tr>
<tr>
<td></td>
<td>QuantE (Zhang et al., 2019a)</td>
<td></td>
</tr>
<tr>
<td>Translation-based methods</td>
<td>TransE (Bordes et al., 2013)</td>
<td>KG</td>
</tr>
<tr>
<td></td>
<td>TransA (Jia et al., 2016)</td>
<td></td>
</tr>
<tr>
<td>Neural Network-based Methods</td>
<td>Graph Convolutional Networks (GCN)</td>
<td>Graphs</td>
</tr>
<tr>
<td></td>
<td>(Schlichtkrull et al., 2018)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Graph Attention Networks (GAN)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Velickovic et al., 2017)</td>
<td></td>
</tr>
<tr>
<td>Graph Traversal Methods</td>
<td>Node2Vec (Grover and Leskovec, 2016)</td>
<td>Graphs</td>
</tr>
<tr>
<td></td>
<td>Struc2Vec (Ribeiro et al., 2017)</td>
<td></td>
</tr>
<tr>
<td>Language Modeling</td>
<td>WordNet Embedding (Saedi et al., 2018)</td>
<td>KB with associated text corpus</td>
</tr>
</tbody>
</table>
3. Hybrid Approaches to Natural Language Understanding

Natural Language Understanding (NLU) is a branch of Natural Language Processing (NLP) that focuses on understanding the meaning and semantics of text. This includes various downstream NLU tasks such as text classification, sequence labeling, and question answering. This section briefly introduces the latest hybrid approaches used to produce state-of-the-art performance in popular NLU applications.

3.1. Text Classification

Text classification is the task of automatically assigning a label from a predefined set of labels for an input text (Sebastiani, 2002). While there are enormous amounts of text classification tasks explored across various domains, sentiment analysis, stance detection, and language detection are some of the prominent tasks that attracted considerable focus of the NLU research community. With the introduction of large language models and their exceptional performance across various NLP tasks, text classification tasks generally exploit fine-tuning language models on limited domain-specific training data (Pittaras et al., 2023).

A straightforward approach for adopting hybrid approaches for text classification is by incorporating external knowledge obtained via symbolic methods as additional input to the classification models. Škrlj et al. (2021) used word taxonomies from WordNet (Fellbaum, 2010) to generate new semantic features for text classification. The authors transformed the input document into a semantic feature representation by extracting hypernyms of words from the documents and obtaining their double normalized TF-IDF (Term Frequency - Inverse Document Frequency) scores, followed by a wide range of feature selection techniques. The authors observed a significant improvement in the performance across six short text classification tasks when these external features were used with neural classifiers. Similarly, Liu et al. (2022) extracted concept words from the Probase knowledge base (Wang et al., 2010) and obtained a concept word embedding by aggregating word embeddings of all the concept words present in a text. This knowledge-enriched vector representation was provided as additional input to a neural model for text classification.

Instead of constructing a knowledge-rich vector representation as additional input, Liu et al. (2020a) generated a sentence tree as input to the BERT model by injecting knowledge graph triplets to corresponding places...
in the sentence. Injected knowledge was controlled via techniques such as soft-positioning and visible matrix. The authors experimented with three language-specific knowledge graphs and demonstrated promising results for the knowledge-injected BERT named K-BERT in 12 NLP tasks including text classification, sequence labeling, and question answering. Li et al. (2022) followed the same approach and showed that developing a domain-specific knowledge graph benefits more when the knowledge graph triplets are injected into the input text.

An alternative to injecting external knowledge as inputs to classifiers is using hybrid architectures which can combine symbolic representation learning models with traditional classifiers to improve the inference. One of the pioneering works in this direction for text classification was experimented by Yao et al. (2019). The authors proposed TextGCN, a text graph convolutional network neural network architecture that models documents and words as nodes in a graph to generate a heterogeneous graph. Embedding representation for words and documents or nodes in the graph is jointly learned as supervised learning while performing text classification. This enabled the authors to transform the text classification problem into a node classification problem in a heterogeneous graph. TextGCN was shown to outperform standalone neural models in several text classification tasks. Extending TextGCN, various graph convolution network architectures (Gu et al., 2023) were proposed in the literature for text classification.

3.2. Sequence Labeling

Sequence labeling is the task of assigning a label at the word level instead of the sentence or phrase level from a predefined set of labels (El Mekki et al., 2022). Named entity recognition, part-of-speech tagging, and language detection are some of the well-known sequence labeling tasks. Information predicted at a word level in sequence labeling tasks generally serves as input features for various other downstream NLP tasks.

Similar to injecting external knowledge extracted from a knowledge graph into an input text, several attempts have been made to adopt similar hybrid techniques for sequence labeling tasks. In particular, the entities present in a text can be linked with external information for knowledge-augmented learning. Motivated by that direction, Enhanced Language Representation with Informative Entities (ERNIE) (Zhang et al., 2019b) was proposed by Zhang et al. to learn language representation with infused entity knowledge. The authors identified entities in the text first, aligned them with
a knowledge graph, and obtained their entity embeddings using the graph embedding technique TransE (Bordes et al., 2013). Following that, the authors trained an auto-encoder architecture with random entities masked in the Wikipedia text corpus to enforce the representation learning to incorporate entity knowledge. This model was shown to outperform BERT-based architectures in various NLP tasks including sequence labeling with limited finetuning (Wang et al., 2020c). The underlying idea of ERNIE was later extended by replacing the auto-encoder with BERT-base architectures for sequence labeling (Hu et al., 2022).

Linking text with Wikipedia data for improving sequence labeling, especially for recognizing named entities, has been explored widely in recent research works (Tedeschi et al., 2021; Wang et al., 2022b; Boros et al., 2022). Tedeschi et al. (2021) exploited Wikipedia data to automatically create annotated training data. The authors utilized one-to-one linkage between Wikipedia articles to generate named entity candidates and automatically annotated them as abstract concepts or named entities using the knowledge bases WordNet (Fellbaum, 2010) and BabelNet.⁶ Different from this approach, Wang et al. (2022b) used Wikipedia as an external knowledge source to extract information related to the input sentence. The authors used Elastic search to extract relevant content from the Wikipedia articles by considering the input sentence as a query. The retrieved contexts were injected into the XLM-R (Kalyan et al., 2021) model along with the input text for sequence classification.

Boros et al. (2022) experimented with the injection of both the relevant context retrieved using Elastic search on Wikipedia and knowledge graph embedding for knowledge-enriched training. The authors used Wikidata5M (Wang et al., 2021), a large-scale knowledge graph, and the RotatE embedding model (Sun et al., 2019) to generate the embedding of entities in the knowledge graph. Similar to the search in Wikipedia articles, an embedding-based search was performed in the knowledge graph to retrieve entity embeddings similar to the input document’s embedding representation. Finally, the authors convert the relevant context into embedding representation using Sentence-BERT (Reimers and Gurevych, 2019) and inject both context embedding and entity embedding into the classification model. Apart from these techniques, graph neural architectures were also explored for sequence classification.

---

⁶https://babelnet.org/
labeling tasks by converting the word-level classification problem into a node classification problem in a graph (Gui et al., 2019), enabling the authors to capture non-sequential dependencies via a graph structure.

3.3. Question Answering

Question Answering (QA) is the task of generating or finding relevant answers for a question in natural language (Zaib et al., 2022). It is one of the notable NLU tasks that often requires commonsense and external knowledge, hence demands the adoption of hybrid solutions. While training large language models in Wikipedia data and books enabled them to show exceptional performance in QA tasks (Mitra et al., 2019), numerous other hybrid solutions have been explored in the literature recently.

Similar to other NLU applications, an evident hybrid technique is to provide external knowledge required to perform the QA task as input to the inference model. Mitra et al. (2019) performed an Elastic search using question and answers as a query in external sources and retrieved the top 50 related sentences. Authors reranked the retrieved sentences using sentence similarity and provided the top 10 sentences as additional information to a BERT model. For effective context retrieval, Karpukhin et al. (2020) proposed obtaining dense vector representation of passages using both the TF-IDF approach and a BERT model. During the inference, the dot-product between the dense representation of the question and the passage was used to determine the relevant context to be used as the external input to the QA model. Similarly, Noraset et al. (2021) experimented with different document retrieval mechanisms to extract information from Wikipedia. The authors used the BM25F retrieval algorithm (Pérez-Agüera et al., 2010), Google search API, and TF-IDF for retrieving the relevant content, and injected it as additional information to a Bi-LSTM model. The experiment results showed the content retrieved using the BM25F algorithm was very effective for QA.

The integration of knowledge graphs into QA tasks is an expected development in the progression of hybrid approaches. Lv et al. (2020) extracted evidence from the structured knowledge base ConceptNet (Speer et al., 2017) and plain texts of Wikipedia articles and generated knowledge graphs for both sources for further inference. A graph convolution network (GNN) was used to extract node representation from the two knowledge graphs and the obtained contextual representation of questions and answers was fed into another graph-based attention model to choose the right answer. In addition to
Table 3: Summary of Hybrid Techniques used for NLU Tasks.

<table>
<thead>
<tr>
<th>Task</th>
<th>Research</th>
<th>Input</th>
<th>Model</th>
<th>Transfer</th>
<th>Training Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>KB</td>
<td>KG</td>
<td>Embedding</td>
<td>Learning</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Text</td>
<td>Triplet</td>
<td>Embedding</td>
<td>Construction</td>
</tr>
<tr>
<td>Text Classification</td>
<td>Škrlj et al. (2021); Liu et al.</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(2022)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Liu et al. (2020a); Li et al.</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(2022)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yao et al. (2019); Gu et al.</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(2023)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sequence Labeling</td>
<td>Wang et al. (2020c)</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Hu et al. (2022)</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Tedeschi et al. (2021)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Wang et al. (2022b)</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Boros et al. (2022)</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Gui et al. (2019)</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>Question Answering</td>
<td>Mitra et al. (2019); Karpukhin</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>et al. (2020); Noraset et al.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2021)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lv et al. (2020)</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Feng et al. (2020)</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Yasunaga et al. (2021); Zhang</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>et al. (2022, 2023a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

the enriched information available in each node in the knowledge graph, Feng et al. (2020) proposed techniques to utilize relational paths using a Multi-hop graph relation network, leading to more interpretable models. The proposed approach chooses a sub-graph related to the input query and both node embedding and path embeddings are obtained using a GNN architecture. Finally, the correct answer was chosen using a text encoder model given the embedding representations of questions and answers. Yasunaga et al. (2021) extended this work to obtain a subgraph related to the QA context and then score each node in the subgraph using a language model. Later the authors jointly learned the representation of QA context and nodes in the graph using a graph neural network. The proposed model was shown to outperform other knowledge graph augmented language models in QA tasks in commonsense and biomedical domains. Following this approach, similar ideas of mutually exchanging information between language models and knowledge graphs were also explored in the literature for the QA task (Zhang et al., 2022, 2023a).

Table 3 summarizes the hybrid techniques used for natural language understanding tasks. Here, we consider hybrid architectures such as Graph
Neural Network modeling both distributed representation and symbolic representation as hybrid Models. Hybrid solutions, which jointly learn the distributed representation and symbolic representation by mutually exchanging the knowledge are marked as Transfer Learning approaches. It can be observed that the injection of external knowledge as text data and the injection of knowledge graph triplets and knowledge graph embedding are widely used as hybrid solutions across all three tasks. Further, the learning of knowledge graph embedding using graph neural networks is commonly used for question-answering tasks, possibly due to the demand of the task for retrieving supporting knowledge-enriched evidence to find the right answer.

4. Hybrid Approaches to Natural Language Generation

Natural Language Generation (NLG) is a fundamental task in Natural Language Processing, whose aim is to produce meaningful text in natural language, generally by giving it a prompt as input. This requires semantic and syntactic understanding of the language to generate text which makes it challenging while also ensuring its applicability across a broad spectrum of NLG tasks such as dialogue systems, summarization, machine translation, and question answering. NLG solutions generally follow the encoder-decoder architecture (Vaswani et al., 2017), where the encoder understands the input text or prompt, and generates hidden states interpreted by the decoder to generate meaningful text (Yu et al., 2022b). However, the text generated by those powerful models often fails to match human responses due to the limited knowledge available in the training data and the lack of generalization capabilities. This demands rapid embracement of hybrid techniques to generate knowledge-enhanced text. This section presents state-of-the-art hybrid approaches used across a range of prominent NLG tasks.

4.1. Language Modeling

Language modeling is the task of learning a universal representation of the language from an unlabelled text corpus (Rosenfeld, 2000). The task is often modeled as a next word or token prediction, where the language model is trained to predict the next word given its previous or surrounding words in a piece of text. Substantial effort has been made in the direction of integrating external knowledge into language models.

Integration of knowledge sources into the input representation of the language models is a prominent way of infusing external knowledge prior to
the inference. Analyzing in this direction, Peters et al. (2019) performed entity linking and language modeling jointly as a multitask learning. The authors used an existing deep learning solution (Ganea and Hofmann, 2017) for linking entities in the text to Wikipedia pages (i.e. for wikification) and obtained their embedding representation from entity descriptions. The resulting entity embedding was injected into the language model to generate the knowledge-enhanced representation of the text, and both entity linking and language models were jointly optimized. The authors observed an increase in the ability to recall facts in the resulting model called KnowBERT.

Instead of linking entities, Ji et al. (2020) extracted the relevant subgraph from a knowledge graph using the Multi-hop technique and input their embedding representation by aggregating the node embedding obtained via a graph neural network. This concept representation was combined with the output of the encoder for predicting the next word. Liu et al. (2021) extended this idea by modifying the encoder-decoder architecture with a dedicated encoder and decoder augmented with an embedding representation obtained from the knowledge graph. Further, a dedicated convolutional neural network was used to generate the vector representation for concept words from the subgraph. Following the utilization of node embeddings as input for language representation learning, jointly optimizing the node embedding representation as well as the language representation is observed as a promising direction of improvement (Wang et al., 2021; Yu et al., 2022a).

Different from these approaches, Xiong et al. (2019) proposed to modify the training objective to force the language model to learn about real-world entities. The authors identified and linked entities mentioned in the text to Wikipedia and generated negative statements of the corresponding text by randomly replacing the entity occurrences with the names of the same entity types. During the training, the model learns to identify the correct entity. Similarly, Zhou et al. (2020) modified the training objective to enforce the model to generate concept-aware text. The first objective imposed the model to predict the original sentence given some unordered keywords of the sentence, whereas the next objective was aimed at recovering the order of concepts in a sentence given a shuffled list of concepts. Here, the authors define verbs, nouns, and proper nouns present in a sentence as concepts. Instead of modifying the training objective, Guan et al. (2020) post-trained the language models on sentences reconstructed from a knowledge graph. The authors converted commonsense triplets from ConceptNet (Speer et al., 2017) and ATOMIC (Sap et al., 2019) into readable sentences using a template-
based method (Levy et al., 2017).

Generating text with complex ideas may require capturing the knowledge from structured or unstructured knowledge from external sources. Recently, this objective has been studied as a Knowledge graph to text generation problem, where the information available from external sources is converted into a knowledge graph first and the output text is generated based on the knowledge graph. In this direction, Koncel-Kedziorski et al. (2019) propose GraphWriter, an extension of the transformer model for knowledge-graph-to-text generation. Following this study, various extensions of it were proposed (Cai and Lam, 2020) for encoding structural information in the knowledge graph.

4.2. Dialogue Systems

Dialogue systems are designed to coherently converse with humans in natural language (Ni et al., 2023). This requires understanding the language, recalling the conversation history, and producing accurate responses. Undoubtedly, the ability to generate precise responses hinges on the understanding of the external world and utilizing commonsense.

One of the pioneering works in the hybrid application for dialogue systems was experimented by Ghazvininejad et al. (2018). The authors introduced two encoders dedicated to encoding the conversation history as well as the external facts, enabling the responses to be conditioned on both factors. The authors extracted focus phrases containing entities from the input query and collected raw text related to the focus phrases from external sources such as Wikipedia using entity linking techniques. A Recurrent Neural Network (RNN) encoder is used as a fact-encoder to convert the raw text with related facts into a hidden state in the proposed encoder-decoder model. Meng et al. (2020) experimented with a similar solution by backing up the conversion using a domain-specific knowledge base and applying a dedicated RNN to encode the background knowledge. Instead of encoding all the related facts retrieved, Dinan et al. (2018) used an attention-based component to carefully choose the relevant information gathered from external sources, and used a shared encoder to encode the knowledge and the dialogue context. Here, the TF-IDF vector representation of the articles and input query was used to retrieve relevant context from Wikipedia. The authors proposed a generative transformer memory network capable of retrieving relevant information from large memory and generating responses conditioned on both relevant information and dialogue history.
Integration of knowledge graphs into encoder-decoder models is an anticipated research trajectory in dialogue systems study. As evidence of this, Zhou et al. (2018) proposed an encoder-decoder model coupled with graph attention mechanisms. The authors retrieved one knowledge graph per word present in the input query and converted it into a vector representation using the graph attention mechanism. This vector representation was concatenated with the vector presentation of the corresponding word and provided as input to the encoder-decoder model. The decoder model was also combined with a dynamic graph attention mechanism to attend to all the relevant knowledge graphs retrieved to generate the output. Instead of utilizing the existing knowledge graphs, Zhang et al. (2020c) generated a concept graph by starting with grounded concepts present in the input and expanding it to more meaningful conversations by traversing through the related concepts. Following the other knowledge graph integration approaches, the author encoded the concept graph into a vector representation using a graph neural network and inputted to the encoder-decoder model along with the input query.

4.3. Text Summarization

Text summarization is one of the core challenges in NLG which aims to generate summaries based on sources ranging from a single document to a collection of documents (El-Kassas et al., 2021). There are two types of underlying approaches for text summarization namely, extractive summarization and abstractive summarization. The first approach strives to choose key sentences or phrases from the source, and it is often solved as a ranking or scoring task of existing sentences in the source. On the other hand, abstractive summarization aims at producing the summary by constructing sentences or phrases using words available in the source which is commonly modeled as an NLG problem. The latest studies have shown that the summary generated by NLG models suffers from factual inconsistency issues, demanding more robust solutions.

Aiming at resolving the factual inconsistency issue, Cao et al. (2018) extracted fact descriptions from source sentences in the form of (subject, predicate, object) using Open Information Extraction (OpenIE) tool (Etzioni et al., 2008) and a dependency parser. The fact descriptions were provided as additional input to a neural model composed of two encoders and a dual attention decoder. Li et al. (2018) experimented with a similar strategy by introducing a shared encoder for external knowledge and input source, followed by a single decoder to generate the summary. A similar approach was
carried out by Wang et al. (2022a), where the authors extracted knowledge graph triplets related to the input text, mapped them into a low dimensional vector space and trained a graph embedding classifier to determine whether the triplet should be included in the summary or not. The embedding of triplets classified as key information was fed into a decoder along with the output of the input encoder for the summary generation.

Topic models are also integrated with summarization models to genre topic-aware summaries in the literature. Researching in this direction, Narayan et al. (2018) attempted to enforce the generation of topic-aware summaries by integrating the topic models with neural approaches. The authors first applied the topic model to the source document and input the topic distribution as an additional input of an attention-based convolutional encoder-decoder model. This enabled the model to associate each word in the document with key topics and condition the output words on the topic distribution of the document. Here, the Latent Dirichlet Allocation (LDA) model (Blei et al., 2003) was used to extract the topics from input documents.

Similar to abstractive summarization, extractive summarization techniques have also adopted hybrid approaches to effectively model cross-sentence relations prior to the selection of summary-worthy sentences from the source. Wang et al. (2020a) proposed a heterogeneous graph-based neural network to model the inter-sentence relationships. The authors constructed a heterogeneous graph by modeling words and sentences as nodes in the graph. Semantic features of the nodes and edges were modeled using various techniques, including Convolutional Neural Network (CNN) and Bidirectional Long Short-Term Memory (BiLSTM) based sentence representation and TF-IDF-based edge weights. Graph attention networks (GAN) combined with transformers were used to obtain the final representation of nodes. Finally, the authors chose sentence nodes in the heterogeneous graph for summary generation via node classification. Different from this approach, Xu et al. (2020) modeled the source document as a Rhetorical Structure Theory (RST) graph and a coreference graph, to capture long-term dependencies among the discourse units in the input document. Here, the coreference graph was constructed using the entities and their coreferences. Both the document and graph were encoded using a BERT model and GCN respectively, and the encoded information was used to predict whether the input sentence should appear in the summary or not.
4.4. Machine Translation

Machine translation involves the automated conversion of text from one language to another (Lopez, 2008). Initially, rule-based approaches and statistical approaches were prevalent in this field and later neural machine translation (NMT) turned out to be a key milestone in the current era. Compared to other NLG tasks, machine translation requires less information from external sources as it is enforced to preserve the content during the conversion from the source language to the target language. However, enhancing the input to NMT with linguistic features such as morphological analysis, part-of-speech tags, and dependency labels is shown to improve the quality of the task (Sennrich and Haddow, 2016; Chen et al., 2018). Bastings et al. (2017) extended this idea by applying a graph convolution network on the dependency trees to obtain a dense vector representation for the sentence structure. Apart from utilizing the linguistic features, Chen et al. (2018) aided the translation using search engines by extracting similar source sentences and their corresponding translation. Among the retrieved sentence pairs, top K sentences were chosen using edit distance and provided as additional input to an attention-based NMT model, enabling it to carefully attend to relevant sentence pair examples.

4.5. Question Generation

The question generation task in NLG involves the automatic generation of questions from a given passage or document about a topic or context (Kurdi et al., 2020). This task serves as an underlying objective of various other NLG tasks such as conversation systems and plays a key role in various domains including education. While the nature of the task may vary depending on the type of question or answer (Mulla and Gharpure, 2023), the primary objective of question answering remains consistent: producing meaningful questions that are both syntactically and semantically accurate.

Generating questions will be centered on a certain topic or context, and the knowledge bases can serve as a rich resource of the topic or context for the question generation model. Therefore, a straightforward solution to develop a hybrid approach for question generation is either training a text generation model by extracting the text from the knowledge base as input source (Du and Cardie, 2018) or applying rule-based techniques on structured knowledge bases such as ontologies (Stasaski and Hearst, 2017) and knowledge graphs (Reddy et al., 2017) to produce questions. Elsahar et al. (2018) utilized both textual and structured context of the knowledge base Freebase (Bollacker
et al., 2008). The authors extracted the triplets, text descriptions containing the subject and object of the triplet, and the phrase containing the lexicalization of the predicate of the triplet from the knowledge base. Both the textual and structured information extracted were fed as input to an attention-based encoder-decoder model for question generation. Instead of directly injecting the knowledge graph triplets as input to the question generation model, Kumar et al. (2019) observed a significant improvement in the performance, when the embedding representation of the triplet was utilized as the input. The authors used pre-trained TransE embeddings (Bordes et al., 2013) of Freebase from OpenKE tool (Han et al., 2018) for the experiment. Following these studies, further advancements were observed in this direction by integrating graph neural networks for embedding knowledge graphs into the question generation model (Chen et al., 2023, 2019).

Table 4 summarizes the existing hybrid techniques for NLG tasks. It can be observed that a wide range of techniques are adopted for NLG compared to NLU tasks, especially as hybrid inputs and learning techniques. A notable hybrid input will be the injection of the whole knowledge base as input to the machine learning model, where the requirement of the task is to convert or derive text from the knowledge base (e.g. knowledge graph to text generation, knowledge base to question generation). Hybrid learning techniques are mainly used with language modeling tasks for developing knowledge-aware and generalized models. While the injection of KB textual content, structured content, or embedding representations are widely used across many NLG tasks, text summarization tasks exploit various other hybrid approaches such as injection of RST and coreference graph embedding and topic vectors. The machine translation task demands less amount of external knowledge compared to the other NLG tasks, hence, very little attention has been given to the development of hybrid solutions for machine translation. Apart from these hybrid solutions for various NLG tasks, another promising research direction related to NLG will be the generation of knowledge-aware explanations of inferences using hybrid solutions (Yang et al., 2023).

5. Hybrid Approaches to Natural Language Reasoning

Natural language reasoning (NLR) aims to integrate diverse knowledge sources such as encyclopedic and commonsense knowledge, to draw new logical conclusions about the actual or hypothetical world (Yu et al., 2023b).
Table 4: Summary of Hybrid Techniques used for NLG Tasks.

<table>
<thead>
<tr>
<th>Task</th>
<th>Research</th>
<th>Hybrid Approach</th>
<th>Input</th>
<th>Model</th>
<th>Learning</th>
<th>Training Data Construction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>KB Text</td>
<td>KG Triplet</td>
<td>KG Embedding</td>
<td>KB Topic</td>
</tr>
<tr>
<td>Language Modeling</td>
<td>Peters et al. (2019)</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Ji et al. (2020)</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Liu et al. (2021)</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Wang et al. (2021)</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Yu et al. (2022a)</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Xiong et al. (2019); Zhou et al. (2020)</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Guan et al. (2020)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Koncel-Kedzioraki et al. (2019); Cai and Lam (2020)</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Dialogue Systems</td>
<td>Ghazvininejad et al. (2018); Dinan et al. (2018); Liu et al. (2019d); Meng et al. (2020)</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Zhou et al. (2018); Zhang et al. (2020c)</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td>Text Summarization</td>
<td>Cao et al. (2018); Li et al. (2018)</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Wang et al. (2022a)</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Narayan et al. (2018)</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Wang et al. (2020a)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Xu et al. (2020)</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Machine Translation</td>
<td>Bastings et al. (2017)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Chen et al. (2018)</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Question Generation</td>
<td>Reddy et al. (2017); Du and Cardie (2018)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Stasaki and Hearst (2017)</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Elsayar et al. (2018)</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Kumar et al. (2019)</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Chen et al. (2023, 2019)</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
</tr>
</tbody>
</table>
The knowledge can be integrated from both implicit (e.g. pre-trained language models) and explicit sources (e.g. knowledge bases). Reasoning plays a vital role in various NLU and NLG tasks, where neither memorizing the knowledge in the training data nor understanding the context is sufficient for deriving conclusions and requiring the integration of knowledge. This section presents hybrid approaches used for notable NLR tasks including argument mining, and automated fact-checking.

5.1. Argument Mining

Argument mining involves the identification of structured argument data from unstructured text, including the identification of premise and conclusion (Lawrence and Reed, 2019). This enables understanding of the individual components of the arguments and their relationships used to convey the overall message. Argument mining is widely used for the development of qualitative assessment tools for online content, grabbing the attention of both policymakers and social media researchers.

Integration of knowledge graphs, Wikipedia, search engines, and pre-trained language models are often used as a solution for argument mining to infuse external knowledge and commonsense required for the inference (Fromm et al., 2019; Abels et al., 2021; Saadat-Yazdi et al., 2022, 2023). Fromm et al. (2019) integrated three knowledge sources (i.e. Word2Vec (Mikolov et al., 2013), DBpedia knowledge graph (Auer et al., 2007), and a pre-trained BERT model) for classifying a sentence as an argument or not for the given topic. The authors obtained vector representations of the sentence and the topic using the Word2Vec model and input them into a BiLSTM to encode them. Triplets of the entities present in the argument were extracted from the knowledge graph and converted into embedding vectors using a graph embedding technique TransE (Bordes et al., 2013). Encoded topic and argument vectors and entity embeddings were used to fine-tune a BERT classifier. Similarly, Abels et al. (2021) integrated topic modeling, Wikipedia, Knowledge graph, and search engine for argument mining. The authors learned topics using Latent Dirichlet Allocation (LDA) (Blei et al., 2003) from entity-linked Wikipedia pages from the input sentence. Further, they obtained the subgraph related to the topic words from the existing knowledge graph, Wikidata (Vrandečić and Krötzsch, 2014). To resolve the incompleteness issue in Wikipedia, the authors constructed another knowledge graph using content that resulted in a Google search for the topic words.
Finally, the authors extracted evident paths from both knowledge graphs using a breadth-first search, converted each path into a vector representation using a Bi-LSTM, and used it as additional input for argument mining.

5.2. Automated Fact-Checking

Automated fact-checking is an essential task for detecting and mitigating the impact of misinformation (Guo et al., 2022; Zeng et al., 2021). This is generally composed of three stages: 1. claim detection to identify sentences with check-worthy or verifiable claims; 2. evidence retrieval to extract supporting statements of the claim; and 3. claim verification to validate whether the retrieved claim is true or not based on the evidence. An intermediate stage of ‘claim matching’ is sometimes added before the ‘evidence retrieval’, where the claim matching task consists in grouping together claims that can be resolved with the same fact-check and therefore need not be treated separately in the subsequent stages (Kazemi et al., 2021). The evidence retrieval and claim verification tasks are often combined and handled as fact verification (Guo et al., 2022). It is evident that leveraging hybrid knowledge sources and techniques can significantly enhance fact-verification tasks for precise inference.

Fact-checking using knowledge sources was often resolved by constructing knowledge graphs using the evidence gathered and executing path detection algorithms in knowledge graphs for claim verification (Ciampaglia et al., 2015; Shi and Weninger, 2016; Shiralkar et al., 2017) until the integration of large language models. Addressing this aspect, Zhou et al. (2019) integrated Wikipedia data, the BERT model, and a graph neural network for claim verification. The authors retrieved related sentences to the claim from Wikipedia using MediaWiki API\textsuperscript{7} and chose the top 5 relevant sentences using the hinge loss function. Both the claim and relevant sentences were encoded using the BERT model and input to a graph neural network for veracity detection of the claim. Zhong et al. (2020) extended this approach by explicitly modeling the relationship between the evidence sentences by constructing an evidence graph. The authors applied the AllenNLP tool (Gardner et al., 2017) for semantic role labeling and modeled arguments and links between arguments as nodes and edges in the evidence graph. A Graph-enhanced contextual representation of the words in the evidence graph was

\textsuperscript{7}https://www.mediawiki.org/wiki/API
extracted by the pre-trained model XL-net (Yang et al., 2019) and inputted to graph neural network for veracity classification of claims. Adopting this methodology, numerous inference techniques using graph neural networks and evidence graphs for fact-checking have been employed in the literature (Liu et al., 2020b; Xu et al., 2022).

Apart from the graph-based techniques, Si et al. (2021) integrated topic models and neural networks for retrieving topic-constrained evidence information. Given a claim and set of evidence sentences, the authors applied Latent Dirichlet Allocation to extract the topics from the evidence sentences, and the topic distributions learned are used to obtain a topic representation of the evidence via a co-attention mechanism. This enabled the authors to incorporate topic consistency between the evidence and the topic consistency between the claim and evidence into dense representations. This topic-aware evidence representation and claim were input to a capsule network for determining the stance of the evidence towards the claim.

It can be observed that, compared to other NLU and NLG tasks, natural language reasoning demands multiple explicit and implicit knowledge sources integrated together for deriving new conclusions. This includes knowledge bases, graph embedding solutions, pre-trained language models, and topic modeling.

6. Challenges

While hybrid approaches eliminate weaknesses of symbolic methods and machine learning approaches, they pose certain challenges that would significantly impact practical usage. Following are some of the key challenges in the implementation of hybrid approaches.

- **Generalization of knowledge**: Although existing powerful models are infused with external knowledge sources for accurate inference, machine learning models tend to remember the knowledge provided during the learning and fail to update their internal memory according to the changes in the real world. This requires more generalized solutions without the need to retrain the model with changes in the real world and adapt to temporal changes for reduced model deterioration and improved persistence (Alkhalifa et al., 2023).

- **Generalization across tasks**: Hybrid models are often trained for a specific task with the integration of symbolic representation required
to accomplish inference for the given task, making them incompatible across other NLP tasks. Research in model generalizability across tasks is still in its infancy, including in the development of models for zero-shot adaptation to new tasks.

- **Human-level reasoning:** Hybrid approaches are relatively powerful in natural language reasoning. However, human-level reasoning remains an open research problem (Yin et al., 2022), requiring more robust reasoning models simulating human thoughts. Especially, recent studies (Branco et al., 2021) have reported the inconsistent performance of hybrid models in reasoning tasks and observed that the models tend to remember the shortcuts present in the training data. Further, these models tend to rely more on reasoning on entities or the syntactic structure of the data. Hence, it is unclear whether the implicit commonsense knowledge of the hybrid models or the correlation in data results in superior performance in handling complex situations. This demands the development of more robust reasoning models encouraging the acquisition of commonsense knowledge rather than remembering training data.

- **Reliability of knowledge sources:** Another key concern of hybrid models is the reliability of external sources infused during the training which are often curated using automated tools and search engines. Curated data may contain biased and/or false information. Further, the knowledge related to a topic or context may vary over time, and utilizing outdated information may result in inaccurate inferences. This questions the reliability of the knowledge bases and the factual inferences obtained by hybrid models (Yin et al., 2022).

- **Increased computational requirements:** Integration of KBs with machine learning models increases the requirement of both computational resources and inference power to deal with a large number of logical rules and constraints. While approximate inference can be employed as a solution at a cost of reduced performance (Yu et al., 2023a), this does not serve the purpose of adopting hybrid solutions. Therefore, it is required to explore effective solutions utilizing the computational strength of neural models to tackle the increased computational requirements.
• **Requirement of customized KBs:** Even though most of the hybrid solutions employ existing general-purpose KBs, various studies Li et al. (2022); Meng et al. (2020); Huo et al. (2022) have shown the requirement of developing task-specific or domain-specific KBs and reported promising results when KBs are developed specifically for an NLP task or domain. This hinders the prompt adoption of hybrid solutions across other NLP tasks and domains.

• **Uniform knowledge acquisition and representation:** KBs support different retrieval systems and knowledge representation mechanisms depending on the information stored. Therefore, the existing approaches often rely on a single KB and utilize a KB-based technique to retrieve and represent the information. This restricts the utilization of multiple KBs for accomplishing an NLP task and demands more uniform approaches to retrieve and represent knowledge across various KBs (Zouhar et al., 2022).

7. **Related Surveys**

Zhu et al. (2023) briefly introduced the knowledge augmentation methods used for NLP during a recent tutorial. The study was centered around the integration of knowledge into language models for NLP. Apart from this study, various reviews have discussed the integration of knowledge graphs for NLP (Schneider et al., 2022), and integration of knowledge into large language models (LLMS) (Safavi and Koutra, 2021; Hu et al., 2023; Yin et al., 2022; Pan et al., 2023). Pan et al. (2023) presented the latest survey on this direction focusing on KG-enhanced LLMs, LLM-enhance KGs, and scenarios where LLM and KG can play equal roles. Focusing on specific NLP tasks, Yu et al. (2022b) detailed a survey on knowledge-enhanced text generation. From a more theoretical perspective, Ferrone and Zanzotto (2020) presented a survey summarizing the link between distributed and symbolic representations, and explained how symbols are represented in deep learning for NLP. Similarly, Zouhar et al. (2022) systematically described artifacts (items retrieved from the knowledge base) and techniques used in the literature to retrieve and inject the artifacts into NLP models.

Hamilton et al. (2022) examined the impact of neuro-symbolic approaches in NLP by analyzing the performance of the models in terms of five key criteria, out-of-distribution generalization, interpretability, reduced training
data, transferability across domains, and reasoning. The authors concluded in their study, that there is no clear correlation is met between the integration of knowledge and the performance criteria analyzed.

Different from all these studies, we focus on the broader aspect of synergizing machine learning techniques and symbolic methods for NLP and present the state-of-the-art hybrid approaches proposed in the literature for a wide range of NLP tasks, providing a unique overview of this increasingly popular trend in NLP.

8. Future Directions

In the previous sections, we introduced the latest advancements in Hybrid NLP and the challenges linked to embracing this emerging line of research. Despite the challenges to be addressed, numerous open research problems persist in this promising research topic. We next put forth a set of immediate future research directions in hybrid NLP.

- **Introduction of pre-trained hybrid models:** Training hybrid models is computationally complex, and this hinders the accessibility of hybrid solutions for researchers with diverse levels of (typically limited) training resources. Similar to the effectiveness of pre-trained language models, a comparable approach can be embraced for hybrid models. Therefore, the introduction of pre-trained hybrid models has the potential to streamline computational efficiency, making them more accessible and appealing to a broader community of researchers.

- **Zero-shot or few-shot reasoning using hybrid models:** Training hybrid models requires a massive amount of quality labeled data. However, certain domains face challenges due to limited labeled data. Therefore, zero-shot or few-shot learning using hybrid models can facilitate learning with limited training data. While Large Language Models (LLMs) have shown impressive performance in zero-shot/few-shot learning, this learning trend is yet to be further studied for hybrid solutions.

- **Dynamic Reasoning:** Hybrid solutions play a key role in Natural Language Reasoning (NLR) by facilitating the generation of more meaningful and interpretable conclusions. Nevertheless, the existing
hybrid solutions for NLR primarily focus on static symbolic representations. However, the information in symbolic representations may get outdated, e.g., a tuple (Donald Trump, President of, America) in a knowledge graph is no longer valid. Addressing this issue requires both the symbolic representation and reasoning to dynamically get updated. This aspect of the research remains unexplored and needs further investigation.

- **Automatic construction of symbolic knowledge:** While the present hybrid solutions highly benefit from the existing symbolic knowledge sources, there is a growing need for knowledge sources with various characteristics, e.g., domain-specific knowledge sources. Therefore, it will be an interesting research direction to explore the possibility of automatically generating symbolic knowledge through hybrid solutions (Yu et al., 2023a).

- **Handling multimodal data:** The present focus on hybrid techniques involves the utilization of textual knowledge in knowledge bases to develop effective NLP solutions. However, much of today’s real-world data is predominantly multimodal, and this necessitates the introduction of multimodal hybrid techniques to effectively harness the knowledge across different modalities. The existence of multimodal knowledge bases and the latest developments in multimodal LLMs may expedite the adoption of multimodal hybrid techniques. However, this research direction requires further investigation and advancements.

9. **Conclusion**

The use of a hybrid approach is a promising direction of combining rich knowledge in symbolic methods with machine learning to enhance their inference capabilities. Moreover, it facilitates the generation of more credible and factually grounded inferences by incorporating external knowledge and commonsense, ultimately improving the reliability and adaptability of hybrid solutions across a broad spectrum of NLP tasks. Our survey paper is the first to provide a broad overview of hybrid approaches presented in three subareas of NLP including understanding (NLU), generation (NLG), and reasoning (NLR). We further delve into a set of tasks in each of these subareas, discussing state-of-the-art methods and progress made in the sci-
cientific community. We conclude the overview by discussing open research challenges for further development of hybrid approaches to NLP.

Hybrid approaches for NLP generally exploit two types of techniques, integration of symbolic knowledge into the input of statistical or deep learning models and modifying the deep learning models with symbolic structures resulting in architectures such as graph neural networks and hybrid data representation such as graph embedding. The first approach enables a wide range of adoption of symbolic knowledge sources such as external databases, knowledge graphs, and topic models and encourages the model to utilize this knowledge as additional information during inference to make accurate decisions. Similarly, hybrid architectures empower powerful representations of data and their relationships via hybrid structures, improving the scalability and explainability of the task. There is no doubt, that a clear understanding of both machine learning approaches and symbolic methods will lead to innovative architectures with substantial advancements in the future.
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