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ABSTRACT
Recent research has shown that different tagging motivation
and user behavior can effect the overall usefulness of social
tagging systems for certain tasks. In this paper, we provide
further evidence for this observation by demonstrating that
tagging data obtained from certain types of users - so-called
Categorizers - outperforms data from other users on a social
classification task. We show that segmenting users based on
their tagging behavior has significant impact on the perfor-
mance of automated classification of tagged data by using
(i) tagging data from two different social tagging systems,
(ii) a Support Vector Machine as a classification mechanism
and (iii) existing classification systems such as the Library of
Congress Classification System as ground truth. Our results
are relevant for scientists studying pragmatics and semantics
of social tagging systems as well as for engineers interested
in influencing emerging properties of deployed social tagging
systems.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Informa-
tion Search and Retrieval; H.1.2 [Models and Principles]:
User/Machine Systems—Human information processing

General Terms
Algorithms, Human Factors, Measurement

Keywords
Tagging, Folksonomies, Classification, Libraries

1. INTRODUCTION
Recent research on social tagging systems has in part been

motivated by a vision that the data produced by users (so-
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called taggers) can be used for social classification, i.e., the
collective classification of resources into a commonly agreed
structure. While libraries and librarians have performed
the task of classification for centuries, the process of man-
ually categorizing resources is expensive. The Library of
Congress in the United States for example reported that the
average cost of cataloging a bibliographic record by profes-
sionals was $94.58 in 20021. Given these costs, social clas-
sification systems and algorithms represent an interesting
alternative. Social tagging systems like Delicious2, Library-
Thing3 or GoodReads4 have demonstrated their ability to
quickly generate large amounts of metadata in the form of
tags. These tags have been shown to be useful for, for exam-
ple, information access and organization. It has also been
shown that social tags outperform traditional content-based
approaches in many cases for tasks like information retrieval
[8] and automated classification [28]. Yet, little is known
about the usefulness of social tagging data for classifying
resources, or about the type of tagging behavior that yields
the best classification results.

The effectiveness of tagging data has been found to dif-
fer among different user populations and tasks [13]. In this
work, we build on two existing distinctions of tagging mo-
tivation - Describers and Categorizers - introduced in our
previous work [23] and further elaborated in [13]. According
to this distinction, some users use tags to describe resources
(Describers), while others use tags to categorize them (Cat-
egorizers). In past research, it has been shown that tags
produced by Describers are superior for certain tasks such
as information retrieval [8] or knowledge acquisition [12]. In
this paper, we report on a task where descriptive tags seem
inferior. To the best of our knowledge, this paper is the first
to (i) identify social classification as a task where descrip-
tive tags seem inferior and (ii) confirm that Categorizers
outperform Describers on this task. Our results further ad-
vance previous research suggesting that user behavior (the
pragmatics of tagging) influences the effectiveness of tagging
data for different tasks.

To this end, we perform a set of descriptiveness and classi-
fication experiments with both Describers and Categorizers
on two social tagging systems for books: LibraryThing and
GoodReads. We analyze how tags by each kind of users

1http://www.loc.gov/loc/lcib/0302/collections.html
2http://delicious.com
3http://www.librarything.com
4http://www.goodreads.com



resemble to (1) descriptions of books, and (2) expert-driven
categorization of books. Our results confirm that differences
in tagging behavior exist, and that users who provide fewer
descriptive tags (i.e., Categorizers) perform better for the
classification task.

The paper is structured as follows: In Section 2, we in-
troduce the characteristics of social tagging systems and the
related terminology. Section 3 reviews and presents related
work. In Section 4, we introduce selected aspects of user
motivation in social tagging systems, and we detail some
measures that can be used to identify them. Then, in Sec-
tion 5, we describe the settings of our experiments, analyzing
their results in Section 6. Finally, we conclude the paper in
Section 7, and outlook on future work in Section 8.

2. TERMINOLOGY
Social tagging systems allow users to save and annotate

resources (e.g., web pages, movies or books) with freely cho-
sen, optional words - so called tags - and share them with
the community. Saving and annotating such resources helps
users maintaining a collection of their resources of interest,
in such a way that enables searching and accessing them by
taking advantage of annotated tags. All these annotations
are said to be social when they are shared with the commu-
nity. The tag structure resulting from community’s annota-
tions makes possible to apply algorithms in order to create
a so-called folksonomy. Folksonomy is a neologism, a port-
manteau of folk (people), taxis (classification) and nomos
(management), in other words a classification managed by
people. Usually folksonomies are represented by tripartite
graphs with hyper edges. These structures contain three fi-
nite, disjoint sets which are 1) a set of users u ∈ U , 2) a
set of resources r ∈ R and 3) a set of tags t ∈ T annotat-
ing resources R. A folksonomy as a whole is defined as the
annotations F ⊆ U × T ×R (cf. [17]). Subsequently a per-
sonomy of a user u ∈ U is the reduction of a folksonomy F
to the user u [9]. In the following a tag assignment (tas =
(u,t,r); tas ∈ TAS) is a specific triple of one user u ∈ U ,
one tag t ∈ T and one resource r ∈ R. A bookmark or post
refers to a single resource r and all corresponding tags t of
a user u. See Figure 1 for an example of a folksonomy of a
social tagging system.

Not all tagging systems operate in the exact same way
though. Certain social tagging systems impose certain con-
straints, e.g., by setting who is able to annotate which re-
source in what way. In this sense, two kinds of tagging
systems can be distinguished [22]:

• Simple tagging: users describe their own resources,
such as photos on Flickr.com, news on Digg.com or
videos on Youtube.com, but nobody else annotates
others’ resources. Usually, the author of the resource
is who annotates it. This means no more than one user
tags a resource. The purpose of tags of these systems
is primarily the improving of search and retrieval for
others.

• Collaborative tagging: many users annotate the
same resource, and all of them can tag it with tags
in their own vocabulary. The collection of tags as-
signed by a single user creates a smaller folksonomy,
also known as personomy. As a result, several users
tend to post the same resource. For instance, CiteU-
Like.org, LibraryThing.com and Delicious are based

on collaborative annotations, where each resource (pa-
pers, books and URLs, respectively) can be annotated
and tagged by all the users who consider it interesting.

This work focuses on social tagging systems with a col-
laborative perspective. Unlike simple tagging systems, they
give the opportunity to further explore the aggregated an-
notations on each resource, and to analyze whether some of
those annotations are more useful when it comes to classi-
fying resources.

Web2.0

Technology

Design

Users Tags Resources

Tag Assignment

Figure 1: A folksonomy comprising users, tags and
resources. A bookmark refers to all tags a user ap-
plies to a given resource.

3. RELATED WORK
Two topics are relevant in the context of this work: anal-

ysis of user behavior in social tagging systems, as well as the
exploitation of annotations from these sites for the sake of
automated classification tasks.

3.1 User Behavior
The first influential study on the topic of user behavior

in social tagging systems is by Golder et al. [4]. This work
analyzes the structure of such systems and the activity of
the users, and presents a dynamic model of social tagging.
Heckner et al. [7] examine the usage of tags in four dif-
ferent social tagging systems and explore how the resource
type influences the tag choice and their usage within these
systems (e.g. videos and photos are tagged more exten-
sively than research articles). In another work, Chi et al.
[1] study the efficiency of tags in tagging systems with the
help of information theory. Their results show that the ef-
fectiveness of tags to refer to individual objects is waning.
Wash et al. [24] interview users of Delicious in order to gain
information about the incentives of the users in tagging sys-
tems. The main reasons they find are later retrieval, sharing
and social recognition, among others. In another work by
Rader et al. [20], the authors analyze the influences on tag
choices in the popular social tagging system Delicious. One
of the results of this work is that users’ tag choice is driven
by personal management in contrast to contributing to a
shared vocabulary. Lipczak et al. [14] analyze the role of a



resource’s title for the selection of the resource’s tags. In this
work the authors show that, given two words with the same
meaning, users tend to choose the tag which is also found
in the title. However, an interesting finding is that, despite
the tendency towards the title, users focus on maintaining
consistency within their own profile.

With regard to our previous work, we have studied two
different types of tagging motivation - Categorizers and De-
scribers. In [23], we introduce these types of user motiva-
tion and give an overview on how tagging motivation varies
across and within folksonomies. Furthermore, an outlook is
given on how the variety of motivation in such systems can
affect resulting folksonomies. In [13], we evaluate different
measures to separate these types of users in both qualitative
and quantitative ways, and show that tagging motivation
can be approximated with simple statistical measures. In
a subsequent paper [12], we study the influence of behavior
and motivation on the semantic structure resulting from a
folksonomy by showing that more verbose taggers are better
for the identification of synonyms.

Building on this line of work, the presented paper focuses
on studying the influence of user behavior and motivation
on a different task: social classification.

3.2 Classification
There is little work dealing with the analysis of the useful-

ness of social tags for classification tasks. An early work by
Noll and Meinel [18] presents a study of the characteristics
of social annotations provided by end users, in order to de-
termine their usefulness for web page classification. The
authors matched user-supplied tags of a page against its
categorization by the expert editors of the Open Directory
Project (ODP). They evaluated at which hierarchy depth
matches occurred, concluding that tags may perform better
for broad categorization of documents rather than for more
specific categorization. Also, Noll and Meinel [19] studied
three types of metadata about web documents: social an-
notations (tags), anchor texts of incoming hyperlinks, and
search queries to access them. They conclude that tags are
better suited for classification purposes than anchor texts or
search keywords.

In our previous work, we presented a study on the use
of social annotations for web page classification, applied to
the ODP categorization scheme [28]. We studied several
approaches for representing tags in a vector space model in
search of the optimal SVM classification accuracy results.
On the one hand, we analyzed if considering the full tag set
of each resource is helpful, or a subset of top tags should
rather be considered. On the other hand, we also analyzed
whether or not the number of users who assign each tag
should be used as a weight representing the term frequency.
Our study suggests considering all the tags and keeping their
weights according to the number of users.

In another work where social tags were exploited for the
benefit of web page classification, Godoy and Amandi [3]
also showed the usefulness of social tags for web page classi-
fication, which outperformed classifiers based on full-text of
documents. Going further, they concluded that stemming
the tags reduces the performance of such classification, even
thought some operations such as removal of symbols, com-
pound words and reduction of morphological variants have
a discrete positive impact on the task.

With regard to the classification of resources other than

Categorizer Describer
Goal of Tagging later browsing later retrieval
Change of Tag Vocabulary costly cheap
Size of Tag Vocabulary limited open
Tags subjective objective

Table 1: Two Types of Taggers

web pages, Lu et al. [15] present a comparison of tags anno-
tated on books and their Library of Congress subject head-
ings. Actually, no classification experiments are performed,
but a statistical analysis of the tagging data shows encour-
aging results. By means of a shallow analysis of the dis-
tribution of tags across the subject headings, they conclude
that user-generated tags seem to provide an opportunity for
libraries to enhance the access to their resources. In ad-
dition, social tags have been used for clustering. In Ram-
age et al. [21], the inclusion of tagging data improved the
performance of two clustering algorithms when compared
to content-based clustering. This paper found that tagging
data is more effective for specific collections than for a col-
lection of general documents.

The unique idea of this paper is to bring together re-
search on tagging behavior with research on classification
algorithms in order explore (i) to what extent tagging data
can be used for social classification tasks and (ii) whether
certain user behavior yields better performance on this task.

4. IDENTIFYING USER BEHAVIOR
As an approach to discriminate users by their behavior,

we rely on a differentiation we established in previous works
such as [12, 13, 11] - the notion of Categorizers and De-
scribers.

Early works such as [16, 5] and [6] suggest that a distinc-
tion between at least two types of user motivations for tag-
ging is interesting: on one hand, users can be motivated by
categorization (in the following called Categorizers). These
users view tagging as a means to categorize resources ac-
cording to some (shared or personal) high-level conceptual-
izations. They typically use a rather elaborated tag set to
construct and maintain a navigational aid to the resources
for later browsing. In the context of libraries, one could
think of Categorizers as those user who rely on a shelf-driven
perspective in their annotations, as librarians would do when
cataloging books. On the other hand, users who are moti-
vated by description (so called Describers) view tagging as
a means to accurately and precisely detail resources. These
users tag because they want to produce annotations that
are useful for later search and retrieval. The development
of a personal, consistent ontology to navigate across their
resources is not their intuition. Table 1 gives an overview of
characteristics of the two different types of users, based on
[11].

4.1 Measures
We use three different measures to differentiate users into

Categorizers and Describers: Tags Per Post (TPP), Tag Re-
source Ratio (TRR), and Orphan Ratio (ORPHAN). In [13]
additional measures are shown, however due to the high cor-
relation between the measures in this paper and the mea-
sures presented additionally in [13] we limited our efforts to
the ones detailed below. These measures rely on two features
of user behavior: verbosity, which measures the number of



tags a user tends to use when annotating, and diversity,
which measures the extent to which users are using new tags
that were not applied by themselves earlier. It is worthwhile
noting that these measures provide one value for each user.
The measure corresponding to each user is thus computed
by considering the characteristics of her bookmarks and at-
tached tag assignments. The resulting measures are then
ranked in a list along with the rest of the users. This list
makes possible inferring to what extent a user is rather a
Categorizer or a Describer.

4.1.1 Tags per Post (TPP)
As a Describer would focus on describing her resources in

a very detailed manner, the number of tags used to anno-
tate each resource can be taken into account as an indicator
to identify the motivation of the analyzed user. The tags
per post measure (short TPP) captures this by dividing the
number of all tag assignments of a user by the number of
resources (see Equation 1). Tur is the number of tags an-
notated by user u on resource r, and Ru is the number of
resources of a user u. The more tags a user utilizes to an-
notate the resources the more likely she is a Describer and
this would reflect in a higher TPP score.

TPP (u) =

r∑
|Tur|
|Ru|

(1)

This measure relies on the verbosity of users, as it com-
putes the average number of tags they assigned to book-
marks.

4.1.2 Orphan Ratio (ORPHAN)
Since Describers do not have a fixed vocabulary and freely

choose tags to describe their resources in a detailed manner,
they would not focus on reusing tags. This factor is ana-
lyzed in the orphan ratio (short ORPHAN ). This measure
relates the number of seldom used tags to the total number
of tags. Equation 2 shows how seldom used tags are defined
by the individual tagging style of a user. In this equation,
tmax denotes the tag which was used the most by the user.
Equation 3 shows the calculation of the final measure where
T o
u are seldom used tags and Tu are all tags of the given

user. The more seldom used tags a user has the higher the
orphan ratio is and the more she is a describer.

n =

⌈
|R(tmax)|

100

⌉
(2)

ORPHAN(u) =
|T o

u |
|Tu|

, T o
u = {t||R(t)| ≤ n} (3)

By measuring whether users frequently use the same tags
or rather rely on new ones, the ORPHAN ratio considers
their diversity.

4.1.3 Tag Resource Ratio (TRR)
The tag resource ratio (short TRR) relates the number of

tags of a user (i.e., the size of her vocabulary) to the total
number of annotated resources (see Equation 4). A typical
Categorizer would apply only a small number of tags to her
resources and therefore score a low number on this measure.

TRR(u) =
|Tu|
|Ru|

(4)

This measure relies on both verbosity, because users who
use more tags in each bookmark would usually result in a
higher TRR value, and diversity, as those who frequently
use new tags will have a larger vocabulary. Nonetheless, the
latter has a higher impact in this case, since the former could
be altered by verbose users who tend to reuse tags.

5. EXPERIMENTS
This section presents the datasets used as well as the set-

ting of our experiments.

5.1 Datasets
We use two social tagging sites of books for this work:

LibraryThing and GoodReads. Both of them have a rather
large community, and a large collection of annotated books.
As of January 2011, LibraryThing has more than 1.2m users5,
whereas GoodReads has about 3.5 million users as of Novem-
ber 20106. First, we queried the two sites for popular re-
sources. We consider a resource to be popular if at least
100 users have annotated it as a bookmark, since it was
shown that the tag set of a resource tends to converge when
that many users contribute to it [4]. This way, we found
an intersection of 65,929 popular books. Next, we looked
for classification labels assigned by experts to this set of
books. For this purpose we fetched their classification for
both the Dewey Decimal Classification (DDC) and the Li-
brary of Congress Classification (LCC) systems. The former
is a classical taxonomy that is still widely used in libraries,
whereas the latter is used by most research and academic
libraries. We found that 27,299 books were categorized on
DDC, and 24,861 books have an LCC category assigned to
it. In total, there are 38,149 books with category data from
either one or both category schemes. For the experiments,
we rely on the first level of these classification schemes. At
this level, DDC is made up by 10 categories, whereas LCC
comprises 21 categories. For the latter, though, we reduce
the number of categories to 20 - we merged E (History of
America) and F (History of the United States and British,
Dutch, French, and Latin America) categories into a single
one, as it is not clear that they are disjoint categories.

Finally, we queried LibraryThing and GoodReads for gath-
ering all the personomies (i.e., the whole collection of book-
marks and annotations of a given user) involved in the set
of categorized books. Both sites present no restrictions on
the bookmarks shown in personomies, so that they return
all available public bookmarks for the queried users. At the
time of fetching personomies, we got the full list of the book-
marks for each user. Each bookmark includes the user who
saved it, an identifier of the annotated book, and a set of
tags the user attached to it. In this process, we saved all the
tags attached to each bookmark, except for GoodReads. In
this case, a tag is automatically attached to each bookmark
depending on the reading state of the book: read, currently-
reading or to-read. We do not consider this to be part of
the tagging process, but just an automated step, and we re-
moved all their appearances in our dataset. Also, attaching
tags to a bookmark is an optional step, so that depending on
the social tagging site, a number of bookmarks may remain
without tags. Table 2 presents the number of users, book-

5http://www.librarything.com/users.php
6http://nospinpr.com/2010/11/22/
goodreads-for-authors/



marks and resources we gathered for each of the datasets, as
well as the percent with attached annotations. In this work,
as we rely on tagging data, we only consider annotated data,
ruling out bookmarks without tags. Thus, from now on, all
the results and statistics presented are based on annotated
bookmarks.

LibraryThing

Annotated Total Percent

Users 153,606 400,336 38.37%

Bookmarks 22,343,427 44,612,784 50.08%

Resources 3,776,320 5,002,790 75.48%

Tags 2,140,734 -

GoodReads

Annotated Total Percent

Users 110,344 649,689 16.98%

Bookmarks 9,323,539 47,302,861 19.71%

Resources 1,101,067 1,890,443 58.24%

Tags 179,429 -

Table 2: Statistics on availability of tags in users,
bookmarks, and resources for the three datasets.

Besides tagging data, we also gathered a set of descriptive
data for each book from other sites. Since we do not have
access to the books’ content itself, we consider other sources
for the descriptive data. These data include the following:

• Synopsis from Barnes & Noble7: a brief summary of
the content of a book.

• User reviews from LibraryThing, GoodReads and Ama-
zon8: comments provided by users on these sites for
each book.

• Editorial reviews from Amazon: summaries written by
experts.

Summarizing, our dataset comprises a set of books. Each
record includes (i) a set of bookmarks, which have the form
of a triple of user, book, and tags, (ii) synopses and reviews
representing their description, and (iii) categorization data
by experts.

5.2 Experimental Setup
The main objective of our work is to analyze how dif-

ferent sets of users are contributing to the classification or
descriptiveness of the resources. According to the measures
introduced above, we get ranked lists of users, where Cate-
gorizers rank high, and Describers rank low (this is arbitrary
and could be inverted as well). With that, we select a set
of users in the top as Categorizers, and another set in the
tail as Describers. Both sets should have the same size in
order to compare them. With these two sets, we perform
classification and descriptiveness experiments to know how
suitable they are for each of the tasks.

Figure 2 shows the distribution of the three measures we
calculated for users on both social cataloging systems. The x
axis represents quantiles of values, whereas y axis represents
the number of users belonging to each quantile. The plots

7http://www.barnesandnoble.com/
8http://www.amazon.com/

are quite similar in this case for both book datasets. TPP is
the measure that requires more Categorizers, as compared
to the number of Describers, to reach the same number of
tag assignments in a given percent. This seems obvious, be-
cause TPP relies on verbosity. Next, ORPHAN also requires
a larger number of Categorizers than Describers. To a lesser
extent, though. And last, the opposite happens with TRR,
since it requires larger number of Describers than Catego-
rizers for the same percents. There is no reason that the last
two measures have to yield on larger number of Categoriz-
ers, as they do not exclusively rely on verbosity, but mainly
on diversity.

To choose the sets of users to perform the experiments
with, we split the ranked lists by getting some of the top
and bottom users. Choosing fixed percents of users would
be unfair, though. Some users are likely to be more verbose,
by definition, and they usually provide much more tag as-
signments than others. Thus, we split the users according
to the percent of tag assignments they provide9. This en-
ables a fairer split of the users, with the same amount of
data, e.g., a 10% split ensures that both sets include 10% of
all tag assignments, but the number of users differs among
them. Figure 3 shows an example of how splitting by num-
ber of tag assignments can differ from splitting by number
of users. With regard to the application of this splitting
method in our datasets, using the three studied measures,
Figure 4 gives a detailed overview of the results, showing
percentages and the corresponding number of users in the
subsets.

Figure 3: Example of a 50% segment by splitting
based on tag assignments or number of users. Split-
ting by number of users is unfair, since it may yield
bigger amounts of data.

5.2.1 Tag-based Classification
By tag-based classification, we consider the task of auto-

matically assigning each book a category of the taxonomy
by taking advantage of tagging data. This enables compar-
ing tags provided by users to the categorization made by
experts. Regarding the algorithm we use for the classifi-
cation tasks, we rely on our previous work on the analysis
of multi-class SVMs [27]. We analyzed the suitability of
several variants of Support Vector Machines (SVM) [10] to
topical web page classification tasks, considering them as
multi-class problems. We found that supervised approaches

9In this case, we only consider the tag assignments on books
with category data. Considering bookmarks out of those
could also reflect on more annotations for one of the user
sets, what would be unfair again.



Figure 2: Histogram with distributions of the three studied measures (ORPHAN, TPP and TRR) for the
two datasets. X axis represents the quantiles of values, whereas Y axis represents the number of users for
each quantile.

Figure 4: Number of users in each of the subsets. The X axis represents the percents of selected top users,
ranging from 10% to 100% of tag assignments, with a step size of 10%, whereas the Y axis represents the
number of users. Different user numbers result from the variety of user behavior which are captured by the
three measures.

outperform semi-supervised ones, and that considering the
task as a single multi-class problem instead of several smaller
binary problems performs better. Thus, we use supervised
multi-class SVM for our experiments. Even though the tra-
ditional SVM approach only works for binary classification
tasks, multi-class classification approaches have also been
proposed and used in the literature [26] [25]. We use the
freely available and well-known “svm-light”10 in its adapted
multi-class version so-called “svm-multiclass”. We set the
classifier to work with the linear kernel and the default pa-
rameters suggested by the author. The input to the SVM
is the set of books in the training set, represented in a Vec-
tor Space Model (VSM) where each dimension belongs to
a different tag. According to the distribution of these la-
beled instances in the VSM, a multi-class SVM classifier for
k classes defines a model with a set of hyperplanes in the
training phase, so that they separate the resources in a cat-
egory from the rest [2]. The calculation of the hyperplanes
is given by Equation 5.

min

1

2

k∑
m=1

||wm||2 + C

l∑
i=1

∑
m 6=yi

ξmi

 (5)

Subject to:

wyi · xi + byi ≥ wm · xi + bm + 2− ξmi , ξmi ≥ 0

where C is the penalty parameter, ξi is a stack variable
for the i th book, and l is the number of labeled books.

10http://svmlight.joachims.org

In the test phase, when making predictions for each new
resource, the classifier is able to establish a margin for each
class. These margins refer to the reliability of the resource to
belong to each of the classes. The bigger is the margin, the
more likely is the resource to belong to the class. As a result,
the class maximizing the margin value will be predicted by
the classifier.

We use tags as the input data representing the books to
classify using SVM. We use a set of 18,000 books as the
training set, whereas the rest (i.e., 9,299 for DDC and 6,861
for LCC) are assigned to the test set. For each of the exper-
iments, we create 6 different runs, choosing different books
for the training set on each run. This enables getting more
generalistic results, instead of depending on a specific selec-
tion of a single training set.

The classifier predicts a category for each book in the
test set, according to the side of the hyperplanes they fall
into. With classifier’s predictions on all the books in the
test set, we compute the accuracy as the percent of correctly
classified instances within the test set. As a result, we show
the average accuracy of all the runs. The accuracy helps us
comparing the extent to which the results of the automated
classification resemble to the classification by librarians.

5.2.2 Descriptiveness of Tags
To compute the extent to which a set of users is providing

descriptive tags, we compare those tags to the descriptive
data of books. These descriptive data include the aforemen-
tioned synopses, user reviews and editorial reviews. In the
first step, we merge all these data in a single text for each
book. Accordingly, we get single a text comprising all de-



scriptive data for each book. After this, we compute the
frequencies of each term (tf) in the texts, so that we can
create a vector for each book, where each of the dimensions
in the vectors belong to a term. On the other hand, for each
selection of users, we create the vectors of tags for each book,
with the annotations of those users. This way, we have the
reference descriptive vectors as well as the tag vectors we
want to compare to them.

There are several measures that could compute the simi-
larity between a tag vector (T ) and a reference vector (R)
for a given resource r. They tend to be correlated, though.
Regardless of the values given by the measures, we are in-
terested in getting comparable values towards a way to de-
termine whether a tag set resembles to a greater or lesser
extent than another set. Thus, as a well-known and robust
measure for this, we compute the cosine similarity between
the vectors (see Equation 6).

similarityr = cos(θr) =
Tr ·Rr

‖Tr‖‖Rr‖
=

n∑
i=1

Tri ×Rri√∑n
i=1 (Tri)2 ×

√∑n
i=1 (Rri)2

(6)

The above formula provides the value of similarity be-
tween the tag vector and the reference vector of a single
book. This value is the cosine of the angle between the two
vectors, which could range from 0 to 1, since the term fre-
quencies only consist of positive values. A value of 1 would
mean that both vectors are exactly the same, whereas a 0
would mean they don’t coincide in neither of the terms, so
they are completely different. After getting the similarity
value between each pair of vectors, we need to get the over-
all similarity value between users’ tags and descriptions of
books. Accordingly, the similarity between the set of n ref-
erence vectors, and the set of n tag vectors is computed as
the average of similarities between pairs of tag and reference
vectors (see Equation 7).

similarity =
1

n

n∑
r=1

cos(θr) (7)

This similarity value shows the extent to which the tags
provided by the selected set of users resembles to the refer-
ence descriptive data, i.e., how descriptive are the tags by
those users. The higher is the similarity value, the more de-
scriptive are the tags provided by the users. The closer it is
to 0, the more non-descriptive tags are provided by users.

6. RESULTS
Figure 5 shows the performance of Categorizers (blue line

with triangles) and Describers (red line with circles) on the
classification task, whereas Figure 6 does the same for the
descriptiveness experiments. The results are presented in
different graphs separated by datasets, LibraryThing and
GoodReads, and by each of the three proposed measures.
All of them keep the same scale and ranges for x and y axes,
so that it enables comparing the results visually. When an-
alyzing these results, we are especially interested in perfor-
mance differences between Categorizers and Describers, but
also consider other factors, like the degree of improvement
between a subset of users, and the whole set. Obviously,
both Categorizers and Describers always yield the same per-

formance for 100% sets, as the whole set of users is being
considered.

6.1 Categorizers Perform Better on
Classification

On the one hand, all three measures get positive results
both for the classification and descriptiveness experiments
on LibraryThing. The subsets of Categorizers perform bet-
ter for classification in all cases, whereas Describers outper-
form for descriptiveness. This means that all three measures
provide a good way to discriminate users by behavior. Ac-
cordingly, user groups who use tags which are available in
the descriptive data perform worse for the classification task
than those who do not. Among the compared measures,
TPP gets the largest gap for classification, whereas TRR
does it for descriptiveness. On the other hand, as regards to
GoodReads, results are less consistent. Only TPP provides
the results we expected. The others, TRR and ORPHAN,
perform well for descriptiveness, but Describers outperform
Categorizers for classification. We speculate that the reason
for this observation lies in the fact that this social tagging
system is suggesting tags to users from their personomy.
This encourages users to have a smaller vocabulary, and to
reuse their tags frequently, which would effect the overall
results. It is quite easier to click on a list of tags than to
type them.

6.2 Verbosity vs Diversity
The three measures we have studied in this work rely on

two different features to discriminate user behavior: ver-
bosity and diversity. With the better overall performance
of the TPP measure as against to the other two, verbosity
can be inferred as the optimal feature for discriminating user
behavior. In this context, we believe that Categorizers are
thinking of shelves when they annotate books with tags, as
librarians would do. For instance, a user who thinks of the
shelf where she stacks her fictional books seems very likely
to solely use the tag fiction. We could define these shelf-
driven users as non-verbose. A user who adds just one tag
has probably thought of the perfect tag that places it in
the corresponding shelf. On the other hand, users who pro-
vide more detailed annotations rather think of describing
the book instead of placing it in a specific shelf. This aspect
makes the verbosity feature more powerful than the diver-
sity feature. Thus, we believe that this is the feature that
makes TPP so useful as compared to TRR and ORPHAN,
because it uniquely relies on users’ verbosity.

6.3 The Effect of System Suggestions
We have shown above that, even though all three measures

work for LibraryThing, TPP as a measure and verbosity as
feature are the only succeeding in a suggestion-biased sys-
tem like GoodReads. It is worthwhile understanding why
diversity is so affected by system’s suggestions, though. For
instance, a user who has already saved a set of books will
face a different annotating task on each system. On Library-
Thing, she will have to annotate the book with the tags that
come to her mind at the moment of saving it. She will add
a few tags if she rather thinks of shelves, and more tags if
she wants to describe it, but it is very likely that she will
introduce new previously unused tags, because she does not
remember her earlier annotations. On GoodReads, however,
she will be able to choose and click on a list of tags from her



Figure 5: LCC and Dewey Accuracy of LibraryThing and GoodReads. The X axis represents the percents
of selected top users, ranging from 10% to 100% and with a step size of 10%, either for Categorizers or
Describers, whereas Y axis represents the accuracy. As can be seen TPP scores the best accuracy results for
Categorizers on both datasets for the two classification schemes. Orphan and TRR also work for LibraryThing
but do not perform for GoodReads.

Figure 6: Descriptiveness of LibraryThing and GoodReads. The X axis represents the percents of selected
top users, ranging from 10% to 100% and with a step size of 10%, either for Categorizers or Describers,
whereas Y axis represents the degree of similarity to descriptive data. When splitting up the folksonomy into
Categorizers and Describers, we see that Describers always outperform Categorizers with regard to being
similar to the content of metadata.

earlier annotations. She will also choose a few tags if she
tends to do it this way, but she will choose many more if she
rather describes on her annotations. The main difference
from LibraryThing is that she will seldom type new tags
like synonyms and other variations because she is looking at
the list of available tags. We speculate that this reflects the
low effect of suggestions on verbosity, but the high effect on
diversity, what makes it dependent on the system.

6.4 Non-descriptive Tags Provide More
Accurate Classification

When discriminating user behavior appropriately by us-
ing a verbosity-based measure like TPP, we have shown
that Categorizers are better suited for the classification task,
whereas Describers provide annotations that further resem-
ble to the descriptive data. An interesting deduction from
here is that a set of annotations that differs to a greater
extent from the descriptive data produces a more accurate
classification of the books. From this, we infer that De-
scribers are using more descriptive tags, whereas Categoriz-
ers rather use non-descriptive tags. Hence, users who do not

think of providing annotations in a similar way to writing re-
views rely on non-descriptive tags, yielding a more accurate
classification of the books.

Unlike for classification tasks, there are subsets of users
who slightly outperform the whole set of users in some cases
on descriptiveness. Specifically, this happens with the Li-
braryThing dataset, and especially when the TRR measure
is considered. This means that, in these cases, utmost Cat-
egorizers are mainly providing non-descriptive tags.

6.5 Discussion
The use of two different taxonomies for evaluating the

classification task make our conclusions more powerful. The
results are very similar and comparable from one taxon-
omy to the other, despite of the considered classification
scheme is LCC or DDC. This helps generalize the conclu-
sions and make them non-dependent of the utilized gold
standard. Also, working with two social tagging datasets
helps understanding how user behavior is affected by in-
terface settings of each system. Hence, a suggestion-biased
site like GoodReads has shown to yield very different results



from those by LibraryThing. Comparing the classification
results by users on these two social tagging systems, we can
conclude that tags from LibraryThing outperform tags from
GoodReads. In the same manner, tags from LibraryThing
seem to saturate the accuracy results when small sets of
annotations are being considered. This is not so clear for
GoodReads, where larger sets are necessary in order to ap-
proach to the best classification accuracy. However, this is
likely to happen because of the smaller number of annota-
tions we have for GoodReads, and shouldn’t have nothing
to do with the behavior of each system’s users.

Previous work has shown that the use of social annota-
tions is beneficial in search of an accurate and inexpensive
classification of resources [28][3]. These works consider all
the users to be equally relevant, though. Going further,
our results suggest the existence of users who better fit this
kind of tasks. Even though a subset of Categorizers does
not outperform the classification accuracy by tags from all
the users, the outperformance of Categorizers as compared
to Describers should be considered in this context. This
evidences that users with non-verbose and non-descriptive
behavior provide utmost contributions that give rise to an
optimal classification accuracy.

7. CONCLUSIONS
To the best of our knowledge, this paper is the first to

report a task, i.e., social classification, in which descrip-
tive tags (produced by Describers) seem inferior to non-
descriptive tags (produced by Categorizers). Specifically,
we have performed both classification and descriptiveness
experiments in order to discover how different user behavior
effects the performance on certain tasks. Our experiments
have been conducted on two social tagging systems that fo-
cus on organizing books. For the evaluation process, we
have compared users’ tags to (1) cataloging data by experts
for classification, including the Library of Congress Classi-
fication and the Dewey Decimal Classification, and to (2)
descriptive book data like synopses and reviews for descrip-
tiveness. While our experiments are limited to the above
mentioned data sets and settings, our results warrant future
investigations of other datasets, and suggest that the further
studies of tagging behavior represent a worthwhile endeavor.

In greater detail, our results show that using verbosity as
a feature for discriminating users, Categorizers have shown
to be better for the classification task, whereas Describers
further resemble to descriptive data. This complements our
findings in [28] by further analyzing user-generated annota-
tions insofar as we have found that not all the annotations
have the same relevance for the final classification accuracy.
Besides this, we have shown that users who do not rely on
books’ descriptive data provide better classification meta-
data than those who use descriptive tags. In other words,
users who rather annotate with non-descriptive tags more
strongly resemble classification performed by expert librari-
ans. This study complements earlier research by identifying
relationships between tagging behavior and certain tasks.
We found that Categorizers provide more useful tags for
the task of classifying them into cataloging schemes. The
presented results are relevant for scientists studying social
tagging systems and exploring the pragmatics and semantics
within these structures as well as designers and developers
of social tagging systems who are interested in influencing
emerging properties of their systems.

8. FUTURE WORK
We anticipate studying additional means of identifying

users who have the potential to enhance the accuracy of
classification even further. The exploration of further tag-
ging behavior styles can be a key factor in this context. A
potential step stone could be the differentiation between gen-
eralists and specialists within social tagging systems. Here
specialists could provide better vocabulary which is more
focused on the given resource for the classification task as
opposed to generalists who annotate resources with general
tags.
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