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ABSTRACT Automatic detection of threatening language is an important task, however, most of the existing
studies focused on English as the target language, with limited work on low-resource languages. In this
paper, we introduce and release a new dataset for threatening language detection in Urdu tweets to further
research in this language. The proposed dataset contains 3,564 tweets manually annotated by human experts
as either threatening or non-threatening. The threatening tweets are further classified by the target into one
of two types: threatening to an individual person or threatening to a group. This research follows a two-step
approach: (i) classify a given tweet as threatening or non-threatening and (ii) classify whether a threatening
tweet is used to threaten an individual or a group. We compare three forms of text representation: two
count-based, where the text is represented using either character n-gram counts or word n-gram counts
as feature vectors and the third text representation is based on fastText pre-trained word embeddings for
Urdu. We perform several experiments using machine learning and deep learning classifiers and our study
shows that anMLP classifier with the combination of word n-gram features outperformed other classifiers in
detecting threatening tweets. Further, an SVM classifier using fastText pre-trained word embedding obtained
the best results for the target identification task.

INDEX TERMS Threatening language detection, threat target identification, annotated dataset, Urdu
language.

I. INTRODUCTION
The emergence of the Internet and communication technol-
ogy has enabled online social networks to become a signif-
icant part of our daily lives, as the number of social media
users is growing exponentially. For example, StatInvestor1

reported that the number of social media users has tripled
from 0.97 billion to 3.02 billion from 2010 to 2021. Recent
statistics published by Statista2 showed that Twitter has more
than 353 million monthly active users who post more than
200 billion tweets per year. Twitter is one of the most popular
social media platforms, which is used to read and share short

The associate editor coordinating the review of this manuscript and

approving it for publication was Sergio Consoli .
1https://statinvestor.com/data/22389/number-of-social-media-users-

worldwide/
2https://www.statista.com/statistics/282087/number-of-monthly-active-

twitter-users/

texts with a maximum length of 280 characters per tweet.
Platforms like Twitter welcome a diverse set of people from
different ethnic, cultural, linguistic, and religious groups [1].
While censorship of free expression in online content on
social media platforms such as Twitter restricts freedom
of speech [2]. Cyber offenders have been using Twitter as
a new medium to commit various forms of online crimes
such as phishing, spamming, malware spreading, and cyber-
bullying [3]–[6]. Moreover, the controversial content brings
more challenging issues such as incitement to self-harm or
sexual predating. Likewise, this can induce threats against
groups of victims, gender-based violence, and physical vio-
lence [7]. For example, in the GamerGate3 scandal the Twitter

3https://www.businessinsider.com/gamergate-death-threats-2014-10?r=
MX&IR=T
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platform was used to send rape and death threats to women
by video-game lovers.

Among other malpractices, some users manipulate the
Twitter platform to threaten other people and to promote
violence by posting threatening content (i.e. content express-
ing an intent to cause harm to others). This has led to a
growing body of research investigating the spread of threat-
ening content in social media, among others by examining
threatening language and by attempting to detect this type
of content [8]–[10]. Given the distress this can cause in
online users, furthering research in automatic threatening
language identification is of utmost importance to tackle this
problem at the scale of a large social media platform like
Twitter.

While technology for automatic threatening language
detection is still in its infancy, automatic detection mech-
anisms for threatening language on Twitter have gone
beyond only English language [11]–[15]. Multiple stud-
ies investigated automatic threatening language detec-
tion in various languages such as Bengali, German,
Dutch, Italian, Indonesian, and Arabic [7], [16]–[20].
These studies examined the linguistic aspects and linguis-
tic resources for automatic threatening language detec-
tion. However, to the best of our knowledge, there has
been no work on threatening language detection in Urdu,
and no relevant dataset of Twitter postings has been
previously collected. This paper presents the first such
effort specifically targeting tweets in Urdu, a low-resource
language.

The key contributions of this study are as follows:
• The first threatening language detection dataset in Urdu,
with data extracted fromTwitter andmanually annotated
by experts following a set of guidelines;

• A hierarchical annotation scheme, making the dataset
suitable for two distinct tasks: threatening language
detection and threat target identification;

• Baseline results of threatening language detection and
threat target identification using several machine learn-
ing models (LR, MLP, Ada-Boost, RF, and SVM; see
Section IV-B) as well as deep learning models (1D-CNN
and LSTM; see Section IV-C) and three text represen-
tations (word n-grams, character n-grams, and fastText
pre-trained word embeddings).

Our dataset provides a benchmark enabling further
research in threatening language detection in Urdu.

The rest of the paper is structured as follows: Section II
provides the background details of the study. Section III
discusses the data collection and data annotation procedure.
Section IV shows the benchmark results. Section V discusses
results and analysis. Finally, the conclusion of the study is
presented in Section VI.

II. RELATED WORK
In this section, we first discuss how threatening language
is defined and then discuss existing research in threatening
language detection.

A. DEFINING AND CHARACTERIZING THREATENING
LANGUAGE
When it comes to the definition of what is considered a threat,
the Twitter platform defines it as ‘‘a statement of an intent to
kill or inflict serious physical harm on a specific person or
group of people’’.4 Threat is characterized as an expression of
a clear intent to cause bodily or other form of harm. For exam-
ple, in ‘‘shut your mouth or, you will see red’’ the word ‘‘red’’
can be perceived as threat to cause injury to someone or in
the worst-case scenario bloodshed or killing. Therefore, such
expressions can be considered a vile aspersion. To take this
into account, Twitter has introduced a number of initiatives to
mitigate the spread of threatening content on its platform. For
example, they may use the timeout feature i.e., suspending an
account for several hours if a their behaviour was flagged as
potentially abusive.5 However, more effort is clearly needed,
in particular, in detecting abusive content in various lan-
guages since the presence of abusive and threatening lan-
guage in social media is still pervasive.6

B. DATASETS AND APPROACHES TO THREATENING
LANGUAGE DETECTION
Detecting threatening language is a challenging task, partic-
ularly when it comes to distinguishing it from other types
of offensive content or even benevolent content where there
might be an overlapping use of vocabulary. It is common to
see the use of negative or profane terms for amusement and
sarcasm. Some examples of such widely known terms used to
threaten are ‘‘Blood, kill, murder, death, and stab’’. To detect
threatening language, the natural language processing com-
munity has been focusing on online platforms like YouTube,
Twitter, Facebook, Instagram, and blogs [2], [20], [22]–[26],
[29], [34]–[37]. Multiple studies relied on chi-square fea-
ture selection as well as used lexicon based techniques to
study automatic threatening language detection. In addition,
many researchers used character n-grams [16], [21], [23],
[24], [27], [33], word n-grams and their combinations for
threatening language detection [1], [16], [20], [24]–[26], [28],
[31], [34].

A few studies investigated automatic detection of threat-
ening language in multilingual datasets and used machine
learning techniques. For example, several studies have
utilized Support Vector Machines (SVM) and Logistic
Regression (LR) classifiers to detect threatening speech in
tweets, articles, blogs, Facebook and Reddit [16], [20], [23],
[25]–[28], [34], [37]. Similarly, Naive Bayes (NB) was used
to classify threatening comments in user generated YouTube
comments and NewsGroups while Decision Tree (DT) was
used to detect threatening language in Turkish tweets and
Instagram content [1], [24], [27], [30], [37]. Moreover, only
one study used k-nearest neighbors (KNN) on the dataset of

4https://help.twitter.com/en/rules-and-policies/violent-threats-
glorification

5https://social.techcrunch.com/2017/02/16/twitter-starts-putting-abusers-
in-time-out

6https://blog.hubspot.com/marketing/twitter-harassment-cyberbullying
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TABLE 1. Summary of social media datasets to detect threatening language.

tweets and Instagram posts or comments written in Turkish
language [37].

Recent studies also explored deep learning based models
for the detection of threatening language. For example, Con-
volutional Neural Networks (CNNs) were used to classify
potentially threatening content posted online on Twitter and
Facebook in German and English tweets [1], [6], [16], [17],
[21]–[30], [35]. These studies showed that CNNs outper-
form other neural networks based models. Moreover, a set
of studies on detecting threatening language utilized Recur-
rent Neural Networks (RNN) and LSTM models to classify
threatening content on Facebook in Bengali language [16],
[25], [27], [34]. BiLSTM and Graph Convolutional Network
were applied on English Twitter content [21], [23], [25], [33].

A few researchers explored threatening language detec-
tion in languages: English, Italian, German, Turkish,
Bengali, Japanese, Danish, Indonesian, Arabic, Portuguese,
Spanish [1], [6], [16], [17], [19], [21]–[34], [37].

We summarize existing literature in threatening language
detection in Table 1. As can be seen by looking at the
‘‘Language’’ column, no prior work has been conducted for
the Urdu language, to the best of our knowledge. From our
exploration of the literature and its lack of application to
the Urdu language, we emphasize the following gaps in the
research which we tackle in our work:

1) lack of threatening language datasets in the Urdu
language,

2) lack of appropriate feature engineering: Most of the
studies used lexical features such as character n-grams
and word n-grams,

3) lack of comparison between classifiers: Most of the
studies used either only machine learning ML) or only
deep learning (DL) techniques, while no comparison

was done between ML and DP models to define the
best classifier for this task.

Our research contributes in these three directions by cre-
ating and releasing a dataset in Urdu, comparing the per-
formance of lexical and embedding features, and comparing
machine learning and deep learning models to assess their
performance.

III. BUILDING THE DATASET
In this section, we describe the data acquisition and annota-
tion process that we followed to create the first Urdu dataset
for threatening language detection, as well as present the
statistics of the resulting dataset.

A. DATA COLLECTION
We used the Tweepy7 library to collect tweets through
the Twitter Developer Application Programming Interface
(API).8

To build a dictionary of seed words, we started with a
manually crafted list of words that are used to threaten in
Urdu, which was subsequently used to search for other words
used in Twitter postings through a snowballing process.
After searching for tweets with these keywords, we manually
inspected the tweets and identified other words and phrases
used for threatening objectives. Eventually, this process was
followed until we ended up with enough words and phrases
that are used to threat individuals. Some keywords contained
only one word while some keywords contained two or more
than two words. It is important to mention that the selection
of most frequent words does not depend on how many times

7http://www.tweepy.org
8https://developer.twitter.com/en/docs/tweets/search/api-reference/get-

search-tweets
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a threatening word is used in a tweet. If a word is appeared
only a single time in a tweet to treat someone, this would be
included in the dictionary. For instance, Urdu words such as
‘‘ ’’ and ‘‘ ’’ are examples of threatening words in our
dictionary. This dictionary is publicly available for research
purposes.9

Using this dictionary, we collected tweets containing any
of these keywords for a 20 months period ranging from
January 1st, 2018 to August 31st, 2019. The reason for choos-
ing this time interval was the general elections being held in
Pakistan in July 2018. Typically, during the election season,
people tend to express emotions by showing support to politi-
cal parties and express antagonistic behavior to supporters of
opposing parties.

The collection process led to 55,600 tweets containing the
seed words. Next, the data was cleaned by removing non-
Urdu and duplicate tweets. Since Urdu has its roots10 in the
Arabic, Persian, and Turkish languages, querying tweets on
single seed words retrieved posts in other languages that we
had to discard. To discard the non-Urdu tweets, there is no
public library that can differentiate Arabic, Turkish, Persian,
and Urdu words. For instance, the ‘‘ ’’ word is same in
all other languages. Therefore, tweets containing words from
other languages were removed manually. Tables 2 and 3 show
examples from our dataset.

While annotating threatening tweets, since we only used
threatening words to collect the data, the majority of the
tweets have abusive, hateful, sexist and threatening words.
For example ‘‘Shut your mouth mother fucker, otherwise I
will kill you’’, which shows both threatening and abusive
words. Due to the different nature of the tweets, we cre-
ated two different datasets: (i) abusive dataset;11 contain-
ing 3,500 tweets, 1,750 of them are abusive and 1,750 of
them are non-abusive (ii) threatening dataset;12 containing
9,918 tweets, 1,782 threatening tweets and remaining tweets
are non-threatening. This original dataset is imbalanced and
it is selected in Fire 2021 competition.13 For the experiments
described in this paper, we used a balanced dataset with
3,564 tweets: 1,782 threatening and 1,782 non-threatening
that are randomly selected from the imbalance dataset.

B. DATA ANNOTATION GUIDELINES
We recruited paid annotators for dataset annotation, through
the use of a web-based annotation system to maximize the
efficiency of the annotation process and reduce annotation
errors. We recruited annotators from Pakistan all of whom
satisfy the following criteria: (i) are familiar with Twit-
ter; (ii) native speakers of Urdu; (iii) aged 20–35 years;
(iv) detached from any political party or organization, and
(v) have prior experience of annotating data. Among all

9https://github.com/MaazAmjad/Threatening_Dataset.git
10https://www.ucl.ac.uk/atlas/urdu/language.html
11https://github.com/MaazAmjad/Abusive_dataset.git
12https://github.com/MaazAmjad/Threatening_Dataset.git
13https://www.urduthreat2021.cicling.org/home

annotators who expressed an interest, we selected three anno-
tators, whose educational level was amasters degree or above.
Instructions with the task definition (which we reproduce
below) and examples were provided to the annotators.

In our dataset, a hierarchical annotation schema is used and
we divided our dataset into two tasks to distinguish between
whether the language is threatening or non-threatening
(Task 1), and its target (Task 2) [38].

1) TASK 1: THREATENING LANGUAGE DETECTION
• Threatening: A tweet posted by a user to kill or inflict
serious physical harm on a specific person or group of
people.

• Non-threatening: A tweet posted by a user for other
purposes. For example to advertise, phishing attempts,
sarcasm, joke, or other suspicious nature.

2) TASK 2: THREAT TARGET IDENTIFICATION
Task 2 categorizes the targets of threats:

• Individual (IND): Tweets in which threatening language
is used for an individual; it can be a person, a name or
an unnamed participant.

• Group (GRP): Tweets in which the target is a group of
people based on their religion, gender, sexual orienta-
tion, political affiliation or other common characteristic.

C. INTER-ANNOTATOR AGREEMENT
We computed Inter-Annotator Agreement (IAA) using
Cohen’s Kappa coefficient [39] as it is a statistic measure to
check the reliability between two annotators. The measure-
ment led to an overall Kappa coefficient of 90%.

D. DATASET STATISTICS
After normalization (correcting the encoding of Urdu char-
acters in the unicode range 0600-06FF and fixing the issue
of words that are joined together in Urdu), 3,564 tweets
were used in threatening language dataset to perform the
experiments. Tables 4 and 5 show dataset statistics.

IV. BENCHMARKS
We experiment with a set of classification models both to
assess the challenging nature of our dataset and to determine
which models can better tackle the task. We address two
binary classification tasks: (i) Task 1 is to detect that a tweet
is threatening or non-threatening (ii) Task 2 is to classify
threatening tweets into individual vs. group threats.

A. EXPERIMENT SETTINGS
In all the experiments, we perform stratified 10-fold cross-
validation using machine and deep learning algorithms
including Logistic Regression (LR), Multilayer Perceptron
(MLP), Ada-Boost, Random Forest (RF), Support Vector
Machine (SVM), 1-Dimensional Convolutional Neural Net-
work (1D-CNN), and Long Short-Term Memory (LSTM).
These algorithms were selected because they showed
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TABLE 2. Examples from the dataset containing tweets from the threatening vs. non-threatening classes.

TABLE 3. Examples from dataset containing tweets from individual vs. group threatening classes.

competitive performance for various NLP tasks [40]–[42].
After tokenizing the tweets, numerals in the Eastern Arabic-
Indic system were converted to the Western Arabic to
normalize the content. We also removed punctuation and
stop words, removed characters that were not part of the
UTF-8 encoding standard. Two types of count-based fea-
tures, character n-grams and word n-grams were extracted
using TF-IDF weighting scheme.14 In addition, we used fast-
Text [43] pre-trained word embeddings for the deep learning
experiments.

B. MACHINE LEARNING CLASSIFIERS
We used five machine-language algorithms for both task 1
and task 2: (Logistic Regression (LR), Multilayer Perceptron
(MLP), Ada-Boost, Random Forest (RF), Support Vector
Machine (SVM).

1) LOGISTIC REGRESSION
The regression models are used as a statistical process to
measure the relationship between a dependent variable and
one or multiple independent variables [10]. The logistic
regression (LR) model is a statistical learning classification
technique, which uses features to construct linearmodel using
multinomial logistic regression with ridge estimator [21].
It transforms nominal attributes into numeric attributes as
well as replaces the missing attributes.

2) RANDOM FOREST
This is an ensemble and boosting based classifier, which is
frequently used to mitigate challenges related to variance
and over-fitting [37]. This algorithm is used for classification
and regression problems that is based on multiple decision
trees [44]. Each decision tree is constructed by using features
of a dataset that are some randomly selected. Random for-
est (RF) consists of a multiple decision trees, which are used

14use_idf=True, smooth_idf=True, number of features (Max) and the
other than these with default values. https://scikit-learn.org/stable

for model output generation. The value test determines the
factor space and decision tree partition factor space that intent
to non-linear classification. The nodes of the tree are deter-
mined to maximize the information gain and the most com-
mon criteria are used namely ‘‘GINI’’ and ‘‘Entropy’’ [10].
Each tree is used for classification task, and the desired output
is performed by aggregating the majority votes of all the trees
constructed with the input samples.

3) SUPPORT VECTOR MACHINE
Support Vector Machine (SVM) [44] is a machine learning
classifier used for linear, nonlinear classification and regres-
sion problems. This algorithm is used to find out decision
boundary by the support vectors (optimal hyper-plane) to sep-
arate output into different classes (into different data points).
This task is done using the kernel trick to separate data
points into classes by drawing n-dimensional hyper planes.
SVM has been used in threatening language detection [16],
[23], [26]. However, it is not recommended to use SVM,
especially with spars datasets due to high memory and poor
intractability. Previous studies [20], [27], [28] reported that
SVM outperformed other classifiers to detect threatening
speech in tweets.

4) ADA-BOOST
Adaptive Boosting algorithm [45], known as AdaBoost clas-
sifier, is an iterative ensemble method, which is widely used
to solve classification and regression tasks. AdaBoost pro-
vides better results because it concatenates multiple machine
learning classifiers and re-assigned all the weights to the input
samples. Particularly, this algorithm assigns higher weights
to mis-classified examples to obtain high accuracy strong
classifier. Adaboot quickly overfits while dealing with highly
noisy dataset. In contrast, this provides better results in case
a dataset contains less noise patterns. Finally, if the irrelevant
features are used to train the model, this algorithm provides
insignificant results [44].
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TABLE 4. Threatening vs. non-threatening classes statistics.

TABLE 5. Individual vs. group threatening classes statistics.

TABLE 6. Deep learning parameters for threatening language detection.

TABLE 7. Threatening language detection using word-level features (TFIDF-based).

5) MULTILAYER PERCEPTRON
A multilayer perceptron (MLP) is a feedforward artificial
neural network [46], which is used for solving regression
and classification tasks. This algorithm is mostly used for

supervised learning tasks, and generates a set of outputs from
a set of inputs. The algorithm uses back-propagation for train-
ing the model, which contains three layers (i) an input layer,
(ii) a hidden layer, and (iii) a fully connected output layer. All
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TABLE 8. Threatening language detection using char-level features (TFIDF-based).

TABLE 9. Threatening language detection using pre-trained fastText embedding.

TABLE 10. Threat target identification (individual vs. group) using word-level features (TFIDF-based).

the data instances are fed as inputs, then dot product of the
input instances with the weights are fed to the hidden layer
and passed through as activation function. Finally, the output

of the activation function is further multiplied (dot product)
with weights, which are pushed forward to the output layer
that provides the label for the classification task.

128308 VOLUME 9, 2021
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TABLE 11. Threat target identification (individual vs. group) using char-level features (TFIDF-based).

TABLE 12. Threat target identification (individual vs. group) using pre-trained fastText embedding.

C. DEEP LEARNING CLASSIFIERS
Neural networks based techniques have been widely
used in the threatening language detection task [17], [23],
[25], [27]. In this study, we used two neural networks based
models, (i) 1-Dimensional Convolutional Neural Network
(1D-CNN) and (ii) Long Short-Term Memory Networks
(LSTM). Table 6 depicts all the layers information, param-
eters and their values for threatening language detection and
threat target identification.

1) 1-DIMENSIONAL CONVOLUTIONAL NEURAL NETWORK
A Convolutional Neural Network (CNN) is a class of deep
neural networks used for image detection and classifica-
tion [47]. CNNs are regularized versions of multi-layer per-
ceptrons, which consist of multiple layers of neural network.
Each hidden layer contains neurons and biases, where each
input instance is multiplied (dot product) with weight and fed
to the neuron. Each neuron takes the weighted sum of all the
fed input instances and add bias to it, which is further pass
to an activation function to receive an output of the particular

neuron. The model is trained through back-propagation tech-
nique, which is a technique to minimize the error by adjusting
the weights of all the layers starting from the output layer to
the input layer. CNN is also computationally efficient because
it offers the possibility to share the parameter of features and
reduces the dimensionality.

The architecture of neural network can be used to pro-
cess data with input shape, such as 1D matrix (text), 2D
matrix (image), and 3D matrix (video). CNN has been
widely used because it can automatically extract relevant
and distinctive features efficiently and provides high accu-
racy, and computationally efficient as compared with feed-
forward networks [47]. Pre-trained fastText embeddings,
extracted from Urdu tweets, were used as an input for our
1D-CNN classifier and it was trained on 100 epochs for
10 times. The results were calculated by taking mean accu-
racy of 10 iterations. For the convolution layer, we set the
filter size to 8 and kernal size to 1. Two fully connected layers
were used with different neurons and activation function.
In addition, dropout is applied to all the layers to avoid
overfitting.
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FIGURE 1. ROC curve for best performing model on threatening-language
detection.

FIGURE 2. ROC curve for best performing model on threat target
identification.

2) LONG SHORT-TERM MEMORY NETWORKS
Long Short-Term Memory (LSTM) networks are also a type
of deep neural networks, which addressed the challenges
related to order dependence in sequence prediction, tasks
such as in machine translation, and speech recognition [48].
Moreover, this is a special type of recurrent neural network,
which consists of four linear layers (MLP layer) per cell

to run at and for each sequence time-step. Multiple studies
have utilized Recurrent Neural Networks (RNNs) to detect
threatening language [25], [27]. We used 150 epochs for
each iteration in tenfold cross-validation. We used two fully
dense layers with different neurons and activation functions.
Apart from this, dropout is applied to all the layers to avoid
over-fitting.

128310 VOLUME 9, 2021



M. Amjad et al.: Threatening Language Detection and Target Identification in Urdu Tweets

FIGURE 3. Confusion matrix for best performing model on
threatening-language detection.

V. RESULTS AND ANALYSIS
Task 1 results are presented in Tables 7, 8 and 9 while
Task 2 results are shown in Tables 10, 11 and 12 for all of
the baseline classifiers using three feature representations.
The feature column in the tables represents the maximum
number of features for both character n-grams and word
n-grams extracted using TF-IDF weighting scheme. In scikit-
learn library, we set ‘‘max_features’’ parameter to ‘‘None’’ to
extractmaximumnumber of features. For instance, in Table 7,
the number 7,699 in features column represents themaximum
number of features obtained for unigram features.

Default parameters were applied in our experiments for
all machine learning classifiers while deep leaning parame-
ters are shown in Table 6. Accuracy, Precision, Recall, and
F1 scores are presented for all models: Logistic Regression
(LR), Multilayer Perceptron (MLP), AdaBoost, Random For-
est (RF), Support Vector Machine (SVM), 1-Dimensional
Convolutional neural network (1D-CNN), and Long short-
term memory (LSTM).

Task 1 and Task 2 experiments were performed on three
text representations: word n-gram features, char n-gram fea-
tures, and fastText pre-trained word embedding. In Task 1,
word n-gram features performed better than char n-gram
features and fastText embedding for threatening-language
detection while in Task 2 fastText embedding yielded the best
results for individual versus group threatening classification
as compared to word n-gram and char n-gram features. The
highest accuracy of 72.50% and F1 score of 72.74% were
achieved with the MLP using combination of word n-gram
features for threatening language detection while on Task 2,
threatening target identification, we achieved an accuracy
of 75.31% and F1 score of 57.84% with the SVM using
fastText pre-trained word embedding.

FIGURE 4. Confusion matrix for best performing model on threat target
identification.

Figures 1 and 3 show the ROC curve and the confusion
matrix for the threatening language detection task using the
MLP classifier. Likewise, Figures 2 and 4 show the ROC
curve and the confusion matrix for the threat target identi-
fication task using SVM.

Overall, char n-gram obtain consistent results on Task 1,
threatening language detection, for all machine-learning clas-
sifiers than word n-grams. FastText pre-trained embeddings
perform worst on all of these features for threatening lan-
guage detection. For Task 2, threat target identification, fast-
Text achieves highest result than count based features. Word
n-gram yielded the worst results in all the experiments while
char n-gram achieves slightly poor results as compared to
fastText embedding.

Notably, fastText did not perform well for Task 1,
threatening-language detection. Perhaps this happens due to
the limited amount of training data or threatening words
could be missed as out-of-vocabulary. Furthermore, fastText
performs better with words that are not commonly used as
long as they are constructed from previously seen sub-words.
During word embedding training, if a word was not seen,
its embeddings can be obtained by fragmenting the word
into character n-grams. Moreover, we foresee that the perfor-
mance of the deep learning classifiers can be improved with
the increase of the dataset size [49].

All in all, our results on both tasks are in line with state-
of-the-art work in machine-learning and deep learning for
threatening language detection and threat target identifica-
tion, but also demonstrate that there is still significant room
for improvement.

VI. CONCLUSION AND FUTURE WORK
Several studies have investigated automatic threatening lan-
guage detection in English and other European languages.
However, to the best of our knowledge, no study yet has
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investigated threatening language detection in Urdu. In this
paper, we have presented a new annotated dataset for threat-
ening language detection and threat target identification in the
Urdu language which is publicly available for research pur-
poses. In particular, our dataset is balanced, and we selected
3,564 tweets in total, 1,782 threatening and 1,782 non-
threatening, on which all annotators agreed. The threatening
tweets were further annotated as threats to an individual or
group. The experimental results reveal that MLP with the
combination of word n-gram features outperformed other
classifiers in detecting threatening tweets, whereas fastText
pre-trained word embedding using SVM obtained the best
results for the target identification task. In the future, our plan
is to increase the size of the dataset and perform experiments
using transformers to improve the results for threatening
language detection.
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